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Abstract

Hybrid optical and packet switching networks are composed of multi-service hy-
brid devices that enable forwarding of data at multiple levels. Large IP flows at
the IP level may be therefore moved to the optical level bypassing therefore the per
hop routing decisions of the IP level. Such move could be beneficial since congested
IP networks could be offloaded; leaving more resources for other smaller IP flows.
At the same time, the flows switched at the optical level would experience better
Quality of Service (QoS) thanks to larger bandwidth and negligible jitter. Moving
these large flows to the optical level requires the creation of lightpaths to carry them.
Currently, two approaches are used for that purpose: direct management and in-
direct management. With a direct approach, management messages are explicitly
issued by the network manager to each managed device (e.g., multi-service hybrid
devices). Whereas with an indirect approach, messages are issued by the manager
to one managed device that is in charge of signaling the other ones. In both ap-
proaches, the decision of which IP flows will be moved to lightpaths is although
taken by network managers. As a result, only IP flows explicitly selected by such
managers will take advantage of being transferred over lightpaths. However, it may
be that there are also other large IP flows, not known to the manager, that could po-
tentially profit from being moved to the optical level. The objective aimed in this
Ph.D. thesis is at investigating the use of self-management principles in hybrid op-
tical and packet switching networks in order to identify which IP flows should be
moved to the optical level as well as establish and release lightpaths for such flows.
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Chapter 1

Introduction

This chapter starts by presenting some background information and related
work, followed by the motivation and objective of this thesis. We then introduce
the research questions addressed in this thesis and the respective approaches to
answer them. Last, we finalize this chapter with a summarized structure of this
thesis.

1.1 Background

THE Internet as we know today has proved to be a successful global network
system, connecting billions of users worldwide. Notwithstanding its success,

the simplicity of the Internet architecture has shown to be its “Achilles’ heel”, pre-
senting some limitations that result in grand challenges to be addressed, such as
vulnerability to attacks and scaling for more extreme dynamics [152]. In an effort
to address these challenges, the networking community has been discussing the re-
design of the Internet, the so called Future Internet. For that, two major fundamental
approaches have been discussed [52] [11]: incremental approach and clean-slate ap-
proach. The former is the current approach used nowadays on the Internet and
it consists of moving the Internet from one state to another through incremental
patches. Whereas, the latter aims at a radical redesign of the current Internet archi-
tecture with new ideas applied from the scratch.

Although we do not know yet the details of how the Future Internet will look
like, we can already foresee a future Internet in which optical communication in-
frastructures will play a major role. A tendency towards this prognosis has already
being observed nowadays through the increasing change in the set of core technolo-
gies that form the Internet. Internet backbones that once relied solely on IP routing
to deliver end-to-end communications are moving towards hybrid solutions that
combine more than one networking technology, i.e., towards hybrid networks.

In this thesis, we focus on hybrid networks that combine both IP and optical
technologies. A hybrid IP and optical network is a network that can take data for-
warding decisions simultaneously at both IP and optical levels [90]. These hybrid
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networks are composed of intermediate multi-service hybrid devices that are both
switches at the optical level and traditional routers at the IP level. In such an en-
vironment, IP flows can traverse a hybrid network through either a lightpath or a
chain of routing decisions.

Concerning IP flows, we adopt the definition of an IP flow as a unidirectional
sequence of packets that share the same properties [34]. On its turn, we consider
a lightpath as a direct optical data connection over an optical fiber [94]. The light-
path can consist of the whole fiber, a wavelength within the fiber, or a TDM-based
channel within the wavelength. Figure 1.1 depicts this lightpath hierarchy.

WavelengthsFiber TDM
channels

Figure 1.1: The lightpath hierarchy.

When IP flows are completely transported via lightpaths they bypass the per hop
routing decisions of the IP level. As a result, the QoS offered by hybrid networks
is considerably better when compared to traditional IP networks. Big IP flows that
overload the regular IP level, for example, may be moved to the optical level where
they experience better QoS (e.g., negligible jitter and larger bandwidth). At the same
time, the IP level is offloaded and can better serve smaller flows. Last but not least,
it is also cheaper to send traffic at the optical level than at the IP level [38]. For
the same traffic rate, the cost of an optical switch is 1/10th of an Ethernet switch or
1/100th of a conventional router.

In order to give an estimate of the amount of bandwidth that optical fiber com-
munication makes possible nowadays, we highlight an optical transmission record
that Alcatel-Lucent Bell Labs has recently set [2]. Researchers at Alcatel-Lucent Bell
Labs have managed to multiplex 155 wavelengths, each one of them carrying 100
Gbps, over a 7.000 kilometers fiber (roughly the distance between Amsterdam and
Minneapolis). That accounts for a transfer rate of 15.5 Terabits per second, which is
equivalent to the transmission of 400 DVDs per second. If we also take into account
that a single optical cable can accommodate many fibers, data transmission rates in
the order of several Petabits per second can be reached.
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With the increasing bandwidth demand by applications, such as high-definition
television (HDTV) [8], grid computing [151], and large-scale scientific experiments
(e.g., LOFAR project [39]), the importance of hybrid optical and packet switching
networks is growing. Network providers, such as SURFnet [146], GÉANT [63],
amongst others, are increasingly adopting hybrid networks. Collaboration among
several of these providers aims at sharing optical capabilities, resulting in an inter-
connection of their research and education networks. By promoting this move to-
wards hybrid networks, network providers may offer, therefore, new perspectives
for services in hybrid networks.

1.1.1 SURFnet6 – an example of a hybrid network

SURFnet is the Dutch organization that develops, implements, and maintains the
national research and educational network of the Netherlands. SURFnet is also re-
sponsible for managing SURFnet6, which is a hybrid optical and packet switching
network composed of hybrid devices located at several cities in the Netherlands.
Figure 1.2 shows the current SURFnet6 dark fiber topology. Dark fibers refer to un-
lit optical fibers, but available for use.

Figure 1.2: SURFnet6 dark fiber in The Netherlands.
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SURFnet6 interconnects universities, research centers, polytechnics, academic
hospitals, and scientific libraries in the Netherlands and also provides access for
them to other networks worldwide. SURFnet6 hybrid devices are mainly optical
switches that support native IPv4, IPv6, and lightpath provisioning over a single
transmission infrastructure. With regard to its topology, SURFnet6 is composed of
core switches, which are located in different places in Amsterdam, and by edge
switches, which provide connection for access routers situated in the SURFnet6
users’ domains. This enables, for instance, the transfer of huge amounts of data
(e.g., 10 Gbps) coming from these domains through SURFnet6. The high capacity in
terms of bandwidth existing in SURFnet6 is due to well-known multiplexing tech-
niques and standards for connecting fiber-optic transmission systems, such as Dense
Wavelength Division Multiplexing (DWDM) [178], Synchronous Digital Hierarchy
(SDH) [79], and Synchronous Optical Networking (SONET) [5].

1.1.2 Multiplexing techniques and standards

Multiplexing is a process of combining multiple signals into one single signal over
a shared medium. The multiplexing techniques most used in optical networks are
Wavelength Division Multiplexing (WDM) [111] and Time-Division Multiplexing
(TDM) [69]. The WDM technique consists of multiplexing multiple wavelengths
over a single optical fiber. The amount of multiplexed wavelengths over a single
fiber can divide WDM into Coarse WDM (CWDM) for fibers carrying less than 8
wavelengths and Dense WDM (DWDM) for those fibers carrying from 9 up to 160
wavelengths. On its turn, the TDM technique consists of interleaving portions of
data streams in time, so that multiple data streams can be carried on a single trans-
mission path. In optical networks terms, TDM consists of dividing a wavelength
into time slots in order to send data frames. This approach forms the basis for to-
day’s standards used in digital communication, namely SDH and SONET.

SONET and SDH standards

SONET, which is standardized by the American National Standards Institute (ANSI),
is a set of standards for synchronous data transmission over fiber optic networks
that are often used for framing and synchronization at the physical layer. SONET
is based on transmission at speeds of multiples of 51.840 Mbps. On its turn, SDH
is the international version of the standard published by the International Telecom-
munications Union (ITU).

Table 1.1 shows the set of specifications of transmission rates in today’s SDH
and SONET networks. The highest rates that are commonly deployed are the OC-
192 and OC-768 circuits, which operates at rates of 10 Gbit/s and 40 Gbit/s, respec-
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Optical Payload Overhead Total
carrier rate rate rate
level (Mbps) (Mbps) (Mbps)

OC-1 50.112 1.728 51.840
OC-3 148.608 6.912 155.520
OC-12 601.344 20.736 622.080
OC-24 1.202.208 41.472 1.243.680
OC-48 2.405.376 82.944 2.488.320

OC-192 9.621.504 331.776 9.953.280
OC-768 38.486.016 1.327.104 39.813.120

OC-3072 153.944.064 5.308.176 159.252.240

Table 1.1: Optical carrier specifications.

tively. Speeds beyond 40 Gbit/s are technically viable (e.g., 160 Gbit/s), but have not
been widely implemented yet due to the cost of high-rate transceivers [175]. When
fiber exhaust is a concern, multiple SONET signals can be transported over multiple
wavelengths over a single fiber by means of DWDM. Such circuits are the basis for
all modern transatlantic cable systems and other long-haul circuits.

SONET and SDH are similar in their way of dividing wavelengths into time
slots. That is done by using TDM to interleave the transmission of SONET and
SDH frames, namely Synchronous Transport Signal (STS) and Synchronous Trans-
port Module (STM), respectively. STS and STM frames are transmitted at every 125
µs. However, the structure of SONET frames differs from SDH ones.

STS-N Synchronous 
Payload Envelop

Tr
an

sp
or

t
ov

er
he

ad

9 
ro

ws

87 columns

90 columns

Figure 1.3: The STS-N frame structure.
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The basic SONET frame (STS-1) is formed by 9 rows of 90 columns (810 bytes
of data). The first 3 columns (27 bytes of overhead) contain the transport overhead
for supporting features such as framing, management operations, and error mon-
itoring. The remaining 87 columns (783 bytes of payload) form the synchronous
payload envelope, which is the available capacity to transport network user data.
The structure of the SONET frame is shown in the Figure 1.3.

The basic SDH frame (STM-1) is rather similar to the STS-1 frame with regard to
its format, but it is three times larger, though. The STM-1 frame consists of 9 rows
of 270 columns (2.430 bytes of data) that, as well as STS-1 frames, are transmitted at
every 125 µs. The first 9 columns (81 bytes of overhead) contain the transport over-
head and the other 261 columns (2.349 bytes of payload) form the payload envelope.
The SDH frame is shown in the Figure 1.4.

STM-N  
Payload

9 
ro

ws

261 columns

270 columns

RSOH
1

3
AUP4

5

9
MSO

Figure 1.4: The STM-N frame structure.

The multiplexing of these SDH and SONET basic frames using TDM allows
higher transmission speeds to be reached. For instance, if three STS-1 frames are
multiplexed by interleaving each STS-1 frame (810 bytes) this will allow 3 STS-1
frames (2.430 bytes) to be sent every 125 µs, having therefore a rate of 155.520 Mbps.
The same explanation is valid for SDH.

1.1.3 Network management

In order to keep hybrid networks operational, a proper network management is
desirable. Network management is a broad term, which can be categorized into 5
management functional areas referred by the acronym FCAPS. FCAPS stands for
Fault, Configuration, Accounting, Performance, and Security [78].

1. Fault management: aims at identifying, isolating, correcting, and logging any
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fault that may take place in a network.

2. Configuration management: aims at gathering, storing, and keeping track of con-
figuration parameters (e.g., routing table) from network devices.

3. Accounting management: aims at gathering statistics (e.g., link usage) from net-
work users to enforce usage quota as well as billing users for resources utiliza-
tion.

4. Performance management: aims at maintaining and optimizing QoS in a net-
work. Through the collection and analysis of network data, the network per-
formance can be monitored and adjusted whenever required.

5. Security management: aims at securing a network against user misbehavior and
unauthorized access. User authentication and data encryption play an impor-
tant role here.

The focus of this thesis is regarding the configuration and performance func-
tional areas. Within the performance area, we aim at the monitoring of IP flows
transiting within a hybrid network. This information is then analyzed, and the con-
figuration of the hybrid network is adjusted whenever required, which relates to the
configuration aspect.

Monitoring Configuration

Hybrid
network

Network manager

Figure 1.5: The human-in-the-loop paradigm in the management system.

Figure 1.5 depicts a traditional network management paradigm, in which a net-
work manager regularly monitors a hybrid network. Based on his analysis of the
collected data, he may decide to change the network configuration in order to ad-
just the network performance. It is worth highlighting that this paradigm keeps the
human in the management loop. That is, most of the management decisions have
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to go through the network manager. As a result, the management system does not
go beyond any predetermined state or perform any unexpected action, unless ex-
plicitly triggered by the network manager. While this is not a problem by itself, it
may not scale when the number of decisions to be taken by the network manager
goes beyond its capacity. That could jeopardize any other management activity to
be performed by the network manager.

1.1.4 Self-management

In order to move the human factor to a higher level in the management system, new
research studies have been carried out. In such studies, performance and configu-
ration aspects are performed by a self-managing system rather than by a network
manager. The latter expresses what he expects the self-managing system to achieve,
but not necessarily how this is to be obtained. Figure 1.6 shows a self-managing sys-
tem taking the place of a network manager. The latter is moved to a higher level
in the management hierarchy where he keeps the self-managing system in control,
rather than the whole hybrid network.

Monitoring Configuration

Hybrid
network

Network manager

Self-managing
system

Monitoring Configuration

Figure 1.6: The self-managing paradigm.

It is important to say that the self-management concept is not recent. It has been
out there for many years and it was started by IBM in 2001 with the release of the
Autonomic Computing Initiative (ACI) manifesto [71]. In such manifesto, IBM pro-
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posed an approach in which self-managed computing systems could work with a
minimum of human interference. This approach is inspired from the human body’s
autonomic nervous system. Many actions are performed by our nervous system
without any conscious recognition, such as the act of adjusting our eye’s pupils de-
pending on the amount of light or the act of sweating in order to regulate our body
temperature. Below, we quote the main objective of IBM’s autonomic initiate that is:

“to design and build computing systems capable of running themselves, ad-
justing to varying circumstances, and preparing their resources to handle most
efficiently the workloads we put upon them. These autonomic systems must an-
ticipate needs and allow users to concentrate on what they want to accomplish
rather than figuring how to rig the computing systems to get them there.”

A system can be understood as a collection of computing resources bound to-
gether in order to achieve certain objectives. For example, a network router can con-
stitute a system responsible for forwarding network traffic. When combined with
other network routers, they can form a larger system, i.e., a Local Area Network
(LAN) network. On its turn, a LAN network combined with other LANs can form a
Metropolitan Area Network (MAN), and so on. Based on the IBM autonomic prin-
ciple, each system must be able to manage its own actions (e.g., traffic forwarding),
while collaborating with a larger, higher-level system.

The same analogy can be found in the human body. From single cells to organs
and organ systems (e.g., the circulatory system), each level maintains a measure
of independence while contributing to a higher level of organization, culminating
in the organism, i.e., the human body. In most parts of our daily life, we remain
unaware of our vital organs (e.g., the heart) activities, since these organs (systems)
take care of themselves and they only ascend to a higher level (e.g., the brain) when
something is wrong and they need some assistance.

More details on the ACI relation between autonomic computing and the research
work of this thesis is addressed in Section 2.3.

1.2 Related work on self-management

SINCE the releasing of the ACI manifesto, several research works investigating
the use of self-management capabilities have been reported. To name a few of

these works, Lupu et al. [93] have been researching the use of self-management on
healthcare practicing, in which a ubiquitous self-managed computing environment
is used to monitor and report the health of patients under medical treatment. In an-
other work, self-management is investigated to be used in situations where there is a
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great risk for human beings, such as in military or disaster scenarios. Within this line
of research, we point out the work by Eskindir et al. [7] who has been investigating
the use of self-management on Unmanned Autonomous Vehicles (UAVs). UAVs
are mobile robots employed for reconnaissance in dangerous areas for human be-
ings. For example, in a war zone scenario, instead of sending human soldiers, UAVs
could be sent into a certain enemy area in order to gather vital information (e.g., the
positioning of the enemy troops). These UAVs would self-coordinate their actions,
based on a mission assigned by a higher level entity, such as an army commander.

Not much differently, self-management has also being investigated in the area
of communication networks [135] [46] [81]. Much of the focus of this investiga-
tion aims at developing highly distributed algorithms, with the objective to opti-
mize several aspects of network operability (e.g., performance). This optimization
is aimed through the provision of self-management capabilities to communication
networks.

Within the specific context of hybrid networks, self-management has been in-
vestigated in various ways. Most research works can be found on the use of self-
management in hybrid wireless and wired networks [140] [25] [50] [155]. The net-
work management for these hybrid networks is different from conventional and
infrastructure-based network management. Device heterogeneity, constant mobil-
ity, and dynamic topologies make the challenge quite hard. As a result, a number
of problems arise from this new hybrid network architecture. In particular, a large
number of access points or base stations in the hybrid network may not be efficiently
managed and configured through a centralized management system. In such a situ-
ation, the employment of self-management principles can satisfy the autonomous
behavior of these hybrid networks as well as improve the dynamic behavior of
nodes within such networks.

Studies that are closely related to the research presented in this thesis, are by
Sabella et al. [129] and Miyazawa et al. [103]. Sabella et al. focus his research in
new strategies for performing dynamic routing and grooming (multiplexing) of IP
flows over lightpaths in hybrid networks based on Generalized Multiprotocol Label
Switching (GMPLS). Such networks are modeled as a multi-layer network consist-
ing of an IP/MPLS layer and an optical layer. Sabella et al. propose a solution
that adopts a dynamic routing algorithm based on the Dijkstra algorithm integrated
with a method for grooming IP flows over lightpaths. It is worth highlighting that
the decision making process is not the main focus of Sabella et al.’s research, but
instead, the question how to decrease the ratio of blocked lightpath requests. More
details about the grooming strategies introduced in Sabella et al.’s research and their
relation with our research work is presented in Section 4.6.

Aligned with Sabella et al.’s research, Miyazawa et al. [103] also proposed a
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multi-layer network consisting of an IP layer and a MPLS/GMPLS layer. In their re-
search, they propose a dynamic bandwidth control management mechanism based
on the volume of IP flows. In their work there is a centralized management system
that observes the bandwidth of IP flows, and decides about offloading these flows
based on pre-defined upper and lower threshold values. These threshold values are
defined in advance by a human operator and statically stored in the configuration
file of the management system. Once an IP flow has a bandwidth utilization that
exceeds the pre-determined upper threshold, the management system triggers an
action to create a lightpath. In contrast, when the flow decreases its bandwidth uti-
lization below the lower threshold, the management system initiates a deletion pro-
cess for deleting the established lightpath. The main shortcoming of their research is
that the thresholds are statically defined and they are not adjusted depending on the
current traffic. This can lead up to an unbalance between the IP and optical levels.
If the upper threshold values are too restrictive, IP flows may not be offloaded over
lightpaths, which may result in congestion in the IP level and underutilization of
the optical level. Moreover, with a misadjusted lower threshold, a flow can be inad-
equately removed from the optical level back to the IP level, where it can contribute
to a congestion situation.

In our research, we aim at moving IP flows to the optical level based on the
flow throughput, but without any restriction imposed by the optical level (threshold
values). Large flows are moved whenever there is bandwidth available at the optical
level. When there is no free bandwidth, flows which are utilizing bandwidth the
least at the optical level, are removed first in order to give place to larger flows.
More details about our self-management approach will be given in Chapter 4.

1.3 Motivation, scope, and objective

THE motivation of this thesis comes from the need to provide self-management
capabilities for hybrid optical and packet switching networks, as discussed in

the previous subsections. As it is going to be presented in more details in Chapter
2, network management approaches currently used in these networks require hu-
man interaction to select IP flows and manage lightpaths. This interaction may be
therefore slow and error-prone.

Within a Optical Circuit Switching (OCS) paradigm, lightpaths between source
and destination pairs are established before data is transferred, and released after
the transfer is completed. When a lightpath is requested within one single domain
(intra-domain), several steps are taken (e.g., phone calls and emails exchanges) be-
tween requesters and network domain administrators in order to establish the light-
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path. Hence, it may take hours before a desired lightpath can be used. When re-
quests for a connection span multiple domains (inter-domain), the lightpath provi-
sioning may take even longer.

While the lightpath is being established, many large IP flows may be using re-
sources at the IP level and, therefore, likely congesting the IP level. Moreover, by
the time the lightpath is finally established, those large flows may no longer exist.
In addition to this slowness, large IP flows eligible for lightpaths might somehow
be transiting undetected by the manager’s eyes. As a result, these flows would stay
at the IP level, whereas they could be transmitted over lightpaths where they would
perceive better QoS.

Some alternatives to speed up the establishment process of a lightpath have been
proposed as it is the case of the Optical Packet Switching (OPS) and Optical Burst
Switching (OBS) paradigms. Within a OPS paradigm [18], a lightpath is established
by means of sending a control packet along with the data to be transferred over
the chosen lightpath. If successfully performed, the lightpath setup can take the
order of micro- or nanoseconds. However, the OPS paradigm requires data to be
buffered while the control packet is processed at each intermediate node along the
chosen lightpath. This can result in packet loss if there is no available space in buffer.
Alternatively, the OBS paradigm [119] tries to overcome the need for buffering by
sending the control packet and the data to be transferred more loosely coupled in
time. That is done by choosing a fixed delay (offset time) that is no shorter than
the maximal time need to process a control packet along the intermediate nodes.
Due to this deliberate delay, the setup of a lightpath when using the OBS may take
longer than the OPS in the order of milliseconds. It is worth mentioning that both
paradigms (OPS and OBS) are in their experimental stage and they may still take
some time to be fully deployed on hybrid optical and packet switching networks.

One can say that there is a huge gap between the OCS paradigm, and the OPS
and OBS paradigms with respect to the time to set a lightpath up. Within this con-
text, we put this thesis into perspective as depicted in Figure 1.7. We see our self-
management of lightpaths in hybrid packet and optical switching networks as a
proposal that fits in between this gap as well as that may be implemented in a near
future optical Internet.

time
OPS OBS

(ns/μs) (ms) 
OCS

(hours/days) 
This thesis

(seconds/minutes) 

Figure 1.7: This thesis in perspective.
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With this in mind, the scope of this thesis is the monitoring of IP flows in hybrid
networks, the decision making with respect to moving IP flows over lightpaths, and
the configuration process these decisions require. Figure 1.8 illustrates the scope of
this thesis.

Hybrid network

Autonomic
decision
process

Network
traffic 

information

Configuration
process

Monitoring
Deciding

Configuring

Figure 1.8: The scope of this thesis.

Within this scope, the main objective of the research presented in this thesis is:

to investigate the feasibility of employing self-management capabilities on
hybrid optical and packet switching networks in order to autonomically move
large IP flows from the IP level to the optical level, as well as, creating and
releasing lightpaths to transport such flows at the optical level.

1.4 Research questions, and their research approaches

GIVEN the fact we foresee optical communication infrastructures playing a ma-
jor rule in the Future Internet, the main high level research question we pose

in this thesis is as follows: “Is the idea of self-management of hybrid optical and packet
switching networks technically feasible for the future Internet?” In order to answer this
question, we refine it into the following subquestions:

1. What is the state-of-the-art in the management of hybrid networks?

2. How can the monitoring of IP flows be performed?
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3. How can autonomic decisions be made?

4. What are the side effects of moving IP flows to the optical level on the fly?

Research question 1 has as main objective to investigate the possibility of em-
ploying self-management in future hybrid optical and packet switching networks.
For that, we analyze the current management approaches used to establish and
release lightpaths in such hybrid networks. Answering this research question is
important to show the main drawbacks present in these approaches and therefore
motivate the feasibility of our self-management proposal. In order to do that, we
perform a study of the literature and interview professionals in the network man-
agement area.

The remainder research questions 2, 3, and 4 can be summarized into the ques-
tion How can self-management be implemented? These questions are related to different
stages of our proposed implementation. Research question 2 aims at analyzing what
network information is relevant to take autonomic decisions about moving flows to
the optical level. Since these decisions will be taken on the fly, an evaluation of what
network parameters are relevant for that is important. For that, we study the liter-
ature and statistically evaluate these parameters. Research question 2 aims also at
comparing monitoring techniques that provide means to obtain the chosen network
parameters. These techniques are compared while observing their suitability to our
autonomic decision process.

Following that, research question 3 focuses on how to make autonomic deci-
sions. For that, our steps comprise checking the literature in order to see whether
there is any related study. Since this is not the case, as described later in this thesis,
we then introduce our approach to take decisions about moving IP flows over light-
paths. Following that, a validation is performed in order to compare our approach
with today’s approach to establish lightpaths as well as with the best theoretical
approach. We perform this validation through the use of simulation with real net-
work data. Lastly, we observe different strategies to accommodate elected flows
over lightpaths.

Last but not least, research question 4 aims at showing some analysis about mov-
ing IP flows on the fly. When flows are moved on the fly, some performance prob-
lems with the flow throughput may occur. In a manual process, a lightpath is first
established and flows are moved over it afterwards. It is known that packet loss
may occur in this case when the lightpath capacity is smaller than the flow through-
put. On the other hand, little is known about what happens when flows are moved
on the fly through network levels. It is expected that some packets belonging to a
flow would be transferred more quickly over a lightpath than the other remaining
packets still being transferred at the IP level. This could cause packets belonging
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to the same flow to arrive out of order at their destination (thus confusing TCP) or
even being discarded. In order to observe that, we will make use of simulation tools
(NS2 [112]). In addition, we also give thoughts to some additional aspects (lightpath
capacity estimation, rerouting, amongst others) to be reconsidered with the advent
of our self-management proposal.

Once we have all the answers for these questions, we have all the elements re-
quired to achieve our main research objective, as stated on page 13.

1.5 Thesis structure

THE remainder part of this thesis basically follows the order of the research
questions posed in the previous section. The remainder of this thesis is thus

organized as follows:

• Chapter 2 (“Management approaches for hybrid networks”) presents first the
current management approaches used in hybrid optical and packet switching
networks. Second, it presents the main shortcomings these approaches have.
Lastly, our self-management approach is introduced. Chapter 2 addresses our
research question (1).

• Chapter 3 (“Monitoring of network traffic”) presents first an evaluation of
what network parameters are relevant to our autonomic decision process when
deciding about the move of IP flows between IP and optical levels. Following
that, monitoring techniques are compared while observing their suitability for
our self-management approach. Chapter 3 addresses our research question
(2).

• Chapter 4 (“Making autonomic decisions”) introduces our autonomic deci-
sion process. Descriptions and assumptions about the decision process are
provided, followed by a validation of our proposal. We also observe here dif-
ferent strategies to accommodate flows over lightpaths. Chapter 4 addresses
our research question (3).

• Chapter 5 (“The impact of self-managing lightpaths”) evaluates the impact on
throughput performance when moving flows from the IP level to the optical
level on the fly. Lastly, we also highlight some additional aspects that should
be reconsidered with the advent of our self-management proposal on hybrid
networks. Chapter 5 addresses our research question (4).

• Finally, we close this thesis in Chapter 6 (“Conclusions”), where we draw our
conclusions and identify possible directions for further work.
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Chapter 2

Management approaches for hybrid networks

Computer networks are complex communication systems that enable interac-
tions among users and services. Such interactions result in network traffic
that should be monitored and managed to guarantee network operability. Cur-
rently, a number of network operators, such as GÉANT [63], Internet2 [75],
and SURFnet [146], is moving towards hybrid optical and packet switching
networks [125] [116]. In this chapter we first review conventional manage-
ment approaches used in hybrid networks. Second, the main drawbacks of these
approaches are exposed, which results finally in the introduction of our self-
management approach. The organization of this chapter is as follows:

• Section 2.1 presents two conventional management approaches: direct and
indirect management. In this same section, we present the main technolo-
gies used in these approaches.

• Section 2.2 shows the main drawbacks the conventional approaches have
when employed on current hybrid networks.

• Section 2.3 presents our understanding on what the term self-management
means. Even though self-management is widely employed nowadays, little
consensus exists on its real meaning.

• Section 2.4 presents our self-management approach to overcome the draw-
backs of the conventional management approaches. We also present the
main architectural components behind our self-management proposal.

• Section 2.5 closes this chapter by drawing some concluding remarks.

2.1 Conventional management approaches

NETWORK vendors enable the remote management of their devices (e.g., routers)
by means of management interfaces, allowing network operators to configure

and monitor those devices. The Simple Network Management Protocol (SNMP)
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[137] and the Transaction Language 1 (TL1) [95] are examples of well-known man-
agement technologies that have been widely investigated by the network manage-
ment community. Many others management technologies, however, are available
today [138].

Management interfaces provide access to manage network devices, which are
conventionally managed by means of two main approaches: direct management
and indirect management. With a direct approach, management messages are ex-
plicitly issued by the network manager to each managed agent (Figure 2.1). Whereas
with an indirect approach, messages are issued by the manager to one managed
device that is in charge of signaling the other ones. The last signaled device then
notifies the manager the status of the management operation (Figure 2.2).

Manager

Agent Agent AgentAgent Agent

Management messages

Figure 2.1: Direct management.
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Management
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Status
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Figure 2.2: Indirect management.

Within the context of hybrid networks, direct management consists of a central
manager (e.g., a network operator or an automated management process) directly
accessing optical devices to create and release lightpaths for selected flows at the IP
level. In contrast, indirect management enables optical devices to coordinate among
themselves the creation of lightpaths by exchanging signaling messages. However,
the decisions on which IP flows should be moved to the optical level and which
devices are involved are still taken by network operators [16].

Human factors also impact on the management of lightpaths. For example, net-
work operators of SURFnet report, when informally interviewed, that it may take
hours (intra-domain) or even days (inter-domain) before a lightpath is established
by network operators when using a direct management approach. In such long pe-
riods, several big IP flows could have been transported via lightpaths, but due to
the decision delay they remain being routed at the IP level.

More details about the management technologies used in the direct and indirect
approaches are presented in the upcoming Subsections 2.1.1 and 2.1.2.
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2.1.1 Direct management approach

In the direct approach, the management of network devices (e.g., a hybrid switch) is
performed through management interfaces and protocols like Command Line Inter-
face (CLI), TL1 [95], SNMP [137], and Web-Based Enterprise Management (WBEM)
[138]. In the next subsections we will briefly discuss these management technolo-
gies. It is important to note that further management technologies exist, such as
Common Management Information Protocol (CMIP) [164], NETCONF [48], amongst
others, but we concentrate our description on CLI, TL1, SNMP, and WBEM because
of their employment on hybrid networks.

Command Line Interface

Command Line Interface is a mechanism that enables users to interact with a de-
vice’s operating system. The interaction consists of a user issuing commands for
which he receives a response back from the managed system, to then enter another
command, and so forth, characterizing CLI as a task-oriented configuration solu-
tion. CLI is commonly the primary user interface used for configuring, monitoring,
and maintaining most network devices, which are usually accessed using protocols,
such as TELNET or SSH. One example of CLI is Cisco IOS CLI [29]. Figure 2.3 shows
the output of a show version command, which can be issued by using Cisco IOS CLI.

Figure 2.3: Output of a show version command on a Cisco router.
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Transaction Language 1

Transaction Language 1 is a management protocol originally conceived for telecom-
munication environments used to manage optical and broadband access infrastruc-
tures. TL1 is a human readable language developed by Telcordia Technologies that
allows management stations to communicate with devices of different vendors, re-
moving the need to support specific vendor interfaces. The management stations
usually exchange TL1 messages with network elements through TCP connections.
The messages supported by TL1 are the following:

1. Input message: is a command sent from a management station to a network
device in order for the latter to perform some requested action.

2. Acknowledgment message: is a brief output message generated in response to
an input message. An acknowledgment is generally later followed by an out-
put response message to the originally issued command. Acknowledgments
are also issued if the normal response (output response message) to an input
message cannot be transmitted within 2 seconds of its receipt.

3. Output message: is the response to an input message.

4. Autonomous message: is an asynchronous message sent by the network device
to the management station. The message is normally triggered by events or
alarmed conditions on the network device.

It is worth mentioning that the syntax of the TL1 messages follows a fixed struc-
ture while the commands themselves are extensible.

Simple Network Management Protocol

The Simple Network Management Protocol is defined by the Internet Engineering
Task Force (IETF) [74] as an application layer protocol used for monitoring and con-
figuration of network devices. However, in practice, SNMP is mostly used for mon-
itoring and hardly for configuration [138].

A SNMP-based managed scenario consists of three main components: 1) man-
aged device, 2) agent, and 3) Network Management System (NMS). A managed de-
vice is any network device (e.g., switches and routers) that contains a SNMP agent,
which collects and stores management information in a Management Information
Base (MIB) [126]. MIB is a set of management information defined in modules that
are written following the Structure of Management Information (SMI) [100]. The
management information is made available by managed devices via SNMP so that
the NMS can deal with them. Finally, a NMS runs applications that monitor and
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control managed devices. Figure 2.4 shows the main SNMP components and their
relationships.

Network management system
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Figure 2.4: SNMP main components and their relation.

In comparison with TL1 (in which the messages are exchanged in plain ASCII
text), SNMP messages are encoded following the Basic Encode Rules (BER) [77]
into Abstract Syntax Notation One (ASN.1) [76]. As a result of that, SNMP reply
messages have to be decoded first in the network management system and then
interpreted by the network operator.

Web-Based Enterprise Management

Web-Based Enterprise Management is a set of management and Internet standard
technologies developed by the Distributed Management Task Force (DMTF) [43] in
order to unify the management of enterprise computing environments. WBEM is
based on the following open standards:

1. Common Information Model (CIM) standards [42]: provides a common format,
language, and methodology for collecting and describing management data.
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2. CIM-XML [41]: uses Extensible Markup Language (XML) over HTTP to ex-
change CIM information. It is worth mentioning that having XML as a data
representation method has the advantage of being human readable.

3. CIM Operations over HTTP [44]: defines a mapping of CIM operations onto
HTTP that allows implementations of CIM to interoperate in an open and stan-
dardized manner.

4. Web Services for Management [45]: is a SOAP-based protocol that provides a
common way for systems to access and exchange management information.

WBEM has been adopted by several corporations such as Apple, Microsoft, and
Hewlett-Packard, amongst others. Corporations such as these have incorporated
WBEM into their operating systems mostly to support remote management.

Example of use of the direct management approach

By using one or more of the aforementioned technologies, network managers can
directly manage devices on hybrid networks. In order for network managers to
create lightpaths, they directly configure each device along the path by passing to
them the required connection parameters.

Optical
Network

IP Network A IP Network B

Lightpath

OXC
Switches

Network Manager

SNMP

TL1 CLI

WEBMRouter A Router B

Figure 2.5: Example of a lightpath establishment through the direct management approach.
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Figure 2.5 shows a scenario in which the direct management approach is used
to configure Optical Cross-Connected (OXC) switches [109]. Following the defini-
tion of direct management, the network manager has to set up each OXC switch
along the chosen route. The manager may use a single management technology
(e.g., SNMP) or a combination of them, since optical switches from different ven-
dors may employ different management technologies. Once the setup is finished,
the traffic is transferred over the established lightpath.

2.1.2 Indirect management approach

In the indirect approach, the management of network devices is performed through
the exchange of signalling messages. As shown in Figure 2.2, in the indirect ap-
proach, network devices forward messages from device to device in order to per-
form certain task (e.g., the setup of a connection). This is different from the direct
approach in which a single manager individually contacts each device for the same
task. Well-known technologies that employ the use of signalling are Multiprotocol
Label Switching (MPLS) [127], used in packet switching network, and its extension
GMPLS [96], used in hybrid networks.

Multiprotocol Label Switching

Multiprotocol Label Switching is a technology that allows a packet-switched net-
work (IP network) to operate as a circuit-switched network. With regard to its
architecture, MPLS converges connection-oriented forwarding techniques and the
Internet’s routing protocols to one single architecture [6]. With regard to the OSI
model, the MPLS architecture is mostly considered to be situated between the Layer
2 (data link layer) and Layer 3 (network layer).

As depicted in Figure 2.6, MPLS works by adding labels (MPLS headers) to con-
ventional IP network packets. These labels are assigned to IP packets when they
enter an MPLS network through Label Edge Routers (LERs). Once inside the MPLS
network, the packet’s IP headers are not analyzed anymore by MPLS routers located
in the core of the MPLS network, called Label Switch Routers (LSRs). Rather, labels
are used as an index into a table that specifies the next hop and a new label. The
old label is replaced with a new one, and then the packet is forwarded to its next
hop, enabling the creation of Label Switch Paths (LSPs) along the MPLS network.
Label switching is faster than conventional IP routing because the label lookup re-
quires only one access to the table, in contrast to a traditional routing table access
that might require thousands of lookups [17].

One important feature of MPLS is in connection with traffic engineering. MPLS
routers can create LSPs taking into account network traffic load and available band-
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Figure 2.6: MPLS forwarding scheme.

width. This gives to network operators the ability to control traffic loads in different
parts of a MPLS network, to optimize resource usage, and to route traffic along cer-
tain paths. There are two protocols for managing LSPs: Constraint-Routing Label
Distribution Protocol (CR-LDP) [4] and Resource Reservation Protocol for Traffic
Engineering (RSVP-TE) [51]. It is worth highlighting although that the former has
been deprecated. The IETF MPLS working group [72] has decided to focus their
efforts purely on the latter.

The MPLS architecture has an important drawback. It cannot be applied in hy-
brid optical and packet switching networks since it was originally defined to be ap-
plied in packet-switching networks and does not convey sufficient information for
hybrid networks. Therefore, some modifications and the addition of new features
are required to adapt MPLS to the peculiarities of the today’s hybrid networks.

Generalized Multiprotocol Label Switching

GMPLS extends the characteristics of MPLS by supporting three different types of
switching, besides the traditional Packet Switching Capable (PSC) type of switching:

• Fiber-Switch Capable (FSC) consists in executing the transmission of data ac-
cording to the position of the actual physical port of the optical fiber through
which data is transmitted.
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• Lambda Switch Capable (LSC) consists in executing the transmission of data ac-
cording to the lambda (wavelength) inside the optical fiber through which
data is transmitted.

• TDM: consists in executing the transmission of data according to the time slots
inside a wavelength of the optical fiber through which data is transmitted.

GMPLS defines a hierarchy of LSPs. At the bottom of the hierarchy are LSPs es-
tablished by using the PSC type of switching. Followed in ascending order are LSPs
established by using TDM, LSC, and FSC. This hierarchy is similar to MPLS support
for label stacking, in which many smaller LSPs can be aggregated into one larger
LSP. Unlike MPLS, GMPLS no longer carries labels in the data, but they are defined
in the GMPLS-enabled optical switches. Conversely, regarding the configuration
process of LSPs, GMPLS works similarly to MPLS by using signaling messages.

With regard to the way GMPLS can be employed in hybrid networks, GMPLS
can support two operational models [10]: peer model (Figure 2.7) and overlay model
(Figure 2.8). These operational modes influence the way users (e.g., a network op-
erator in an adjacent IP network) of a GMPLS-enabled hybrid network request the
establishment of LSPs.

Hybrid
Network

IP Network A IP Network B

OXC
Switch

Router A Router B

1 2 3 4

6 578

Route = (4,3,2,1)
Src: Router B
Dst: Router A
Type = STS-48c
Protection = yes

Network 
operator

Core Network

LSP
request

Figure 2.7: Peer model.
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Figure 2.8: Overlay model.

Peer model: In the peer model, the complete topology of the hybrid network is
known to all network devices, i.e., all devices in the hybrid network share the
same network topology information. The peer model is suitable whenever the
transfer of full routing is required. Moreover, if there is no concern regarding
policy and security at the network interconnection boundaries, users at differ-
ent administrative domains are able to see the entire hybrid network topology



26 2 Management approaches for hybrid networks

as well as to choose a desired LSP. Figure 2.7 shows one example in which
a network operator within network B sends connection parameters to its ad-
jacent OXC switch in order to create a LSP. Once the adjacent optical switch
retrieves this information, it starts the process of establishing the desired LSP
by interacting with other switches along the path. In case it is not possible to
establish the LSP, an error message is sent back to the user.

Overlay model: Unlike the peer model, in the overlay model the hybrid network
topology is not exposed to the edge devices or to any users in different admin-
istrative domains. The edge devices are although revealed to users at different
administrative domains. This model also adopts separate routing domains.
The overlay model is generally employed where specific policies are defined
as a means to allow a specific domain not to disclose its topology. Since the
topology of the core network is hidden, users are not able to choose their de-
sired connection path. Therefore, to create a LSP, users just send a request for a
LSP towards the destination; the OXC on the edge of the hybrid network then
determines the best path (by using routing protocols, such as Open Shortest
Path First (OSPF) [110] or Intermediate System-to-Intermediate System (IS-IS)
[113]) to the far OXC where the destination router is connected. Figure 2.8
shows one example in which a network operator within the network B pro-
vides most of the connection parameters shown in the Figure 2.7, except for
the desired route.

2.2 Analysis of the conventional approaches

THE main advantage of direct management is its simplicity. The whole man-
agement process is centralized, which allows a better control of the managed

network. As results, the configuration of switches can be performed in parallel and
troubleshooting can be more precise and fast. However, the direct management
approach has an important drawback concerning scalability, which is a classical
problem in any centralized solution [102]: when the number of managed devices in-
creases above the number the management system is able to cope with, the manage-
ment activities performed by the management system begin to deteriorate. In such
overloaded situation, the direct management may be too slow to react to changes in
the network traffic, and thus reduce network performance.

The indirect management approach, in comparison with the direct approach, is
more scalable. This comes from the fact that fewer network devices need to be di-
rectly managed while the remaining ones are indirectly managed through signaling.
This results in a certain autonomy to the managed network, since some network de-
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vices can have themselves the freedom of taking decisions (e.g., choosing a LSP path
across the managed network). However, this autonomy must still be explicitly trig-
gered by the users of the network. In addition to that, these users and network
managers must still provide configuration parameters for the network. Compared
to the direct management approach, these configuration parameters are only pro-
vided to some devices and these devices signal the others.

The main drawback of the indirect approach, however, is that the configuration
of the network devices is sequential and not parallel as with the direct approach.
This sequentiality may be slow if there are several devices to be configured in order
to set up a LSP path. Moreover, this configuration process can be even slower when
the LSP is computed on the fly by the use of signaling messages. For instance, if
there is one device along the chosen LSP path that cannot attend a certain require-
ment, the signaling protocols have to rollback all the previous configured devices
and decide for another LSP path. In such a situation, the configuration process can
be significantly slower depending on the amount of managed devices.

2.3 The self-management manifesto

CONVENTIONAL management approaches have certain shortcomings, such as
lengthy configuration process and heavy dependence on human intervention

to perform certain tasks (see Section 2.2). In the specific case of hybrid networks,
these approaches depend on the intervention of network managers to select and
move IP flows to the optical level and establish/release lightpaths. This intervention
can therefore take a considerable amount of time to be performed.

In order to overcome this dependency on human intervention, a new manage-
ment approach, named self-management, has been widely researched in the net-
work management community [46] [81] [117] [26] [40]. The term self-management
means the act of computer systems managing their own operation without (or with
very little) human intervention, as defined by IBM in 2001 within the IBM ACI [71].
IBM divided self-management into 4 aspects (nonetheless other subdivisions exist
[132]), commonly referred as self-*, as follows:

Self-configuration: consists of an automated configuration process of components
and systems based on high-levels policies. For example, when a new device is
incorporated into a computer network, this device is expected to automatically
configure itself and at the same time the rest of the network seamlessly adjust
itself to take this new device in.

Self-optimization: means that components and systems are supposed to continu-
ously improve their own performance. One example of this aspect is the auto-
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matic update process most operating systems provide to their users. Instead
of requiring the computer users to manually seek for updates, the operating
system does that automatically, aiming at keeping the operating system in an
optimal shape.

Self-healing: consists of the capability of a system to automatically detect, diag-
nose, and repair problems found at certain components. As an example, a
computer could self-heal every time a virus would strike the system, by auto-
matically patching the damaged files.

Self-protection: is seen as a system automatically defending itself against malicious
attacks or failures. Systems are also supposed to early detect an incoming
attack or failure. A computer system could, for instance, prevent the infection
by a certain email virus through analysis of email attachments.

Despite the fact that the self-management manifesto was initially proposed by
scientists and industry experts in the IBM Research headquarters, several other in-
stitutions are expanding its idea, such as Cornell University [157] and Columbia
University [114]. It is worth of mentioning that not only American institutions are
focusing on using self-management, but also European projects such as Autonomic
Internet (AUTOI) [12] and Exposing the Features in IP version Six protocols that
can be exploited/extended for the purposes of designing/building Autonomic Net-
works and Services (EFIPSANS) [92] projects.

2.3.1 Definitions of self-management

Although the term self-management has been widely considered in the commu-
nity, there is no universal consensus on what self-management actually means [156]
[134], which leads to different definitions for the term self-management. Some of
the most known definitions for self-management are as follows:

• Autonomic management: is the most common synonym used to refer to the term
self-management. That comes from the fact IBM considers self-management
as the essence for autonomic computing systems [86]. As a result, the terms
self-management and autonomic management are interchangeably used to
mean the same. By analyzing the keywords attached to papers submitted
via the Journal and Event Management System (JEMS) [133], we checked the
amount of papers that were submitted to the most important network man-
agement conferences (e.g., IM, NOMS, MANWEEK). The result is that 80% of
the papers are submitted with the keywords as self-*, whereas 20% are regis-
tered as autonomic. This leads to a conclusion that even if they are constantly
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used as synonyms, the term self-management is the most referred and used
by the network management community.

• Automatic management: is commonly confused with autonomic (and thus with
self-management). Even though their meaning are similar, there is however
a subtle difference between them. According to the New Oxford American
Dictionary [101], automatic means the act of “working by itself with little or
no direct human control”. Whereas, autonomic means “acting involuntarily or
unconsciously”. Within the network management context, automatic manage-
ment could refer as the act of managed devices automatically following ex-
plicit policies defined by a network operator. On its turn, autonomic man-
agement could refer as a specialized automatic process in the sense that the
process is instructed to perform actions based on certain policies too, but with
the capability of self-learning new actions.

• Autonomous management [28]: is another definition used sometimes to refer to
self-management. Autonomous means that a process can operate indepen-
dently from any human intervention. This would require an autonomous sys-
tem to be highly intelligent to cope with management tasks. Moreover, an
autonomous management system does not necessarily need any management
interface since it runs without outside control. However, this lack of external
control (e.g., a network operator) results, according to some, in a contradiction
[118]. If an autonomous “management” system includes enough intelligence
in order for the system to govern its own behavior (i.e., its own management),
one can assume that there is no need whatsoever of managing such a system,
which somehow invalidates the use of the term management to address this
kind of management approach.

It is worth saying that the foregoing differentiation among the self-management
definitions is not a common view in the community. On the contrary, this differen-
tiation solely destines for being a reference to be used throughout this thesis. More-
over, we see these definitions as following an evolution in the network management
approaches as well as having different degrees of autonomy (Figure 2.9).

The simplest management approach is the conventional management approach,
as presented in Section 2.1. In the conventional management approach, the network
management system is manually managed by network operators. There is no intelli-
gence whatsoever and no (or very little) automation in the execution of management
tasks. A next step in the evolution of management approaches is the automation of
management tasks. In this case, the management system automatically performs
explicit tasks defined by network managers, but nothing beyond the scope of the
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Figure 2.9: Evolution in the network management approaches vs. their degree of autonomy.

defined rules. Following to automatic management, autonomic management (or
self-management) also performs these tasks, but it is capable of learning new rules
by itself. The last step in the evolution process and the most complex one is the
autonomous management. At this level, the management system is fully capable of
deciding by itself the rules to follow. There is therefore no dependence on human
intervention. The management system is intelligent enough to decide its own rules
and following them according to its judgement.

Figure 2.10: “From explicit & centralized to implicit & distributed management” [118].

A similar vision (Figure 2.10) in the way network management is performed is
presented in [118]. According to [118], a centralized management approach is ini-
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tially chosen as a way for network operators to ensure that the management system
will behave as expected. For that, a closer look at the behavior of management sys-
tem is needed, which brings a centralized approach as a natural initial choice. This
initial choice can be related to the conventional management approach described in
Section 2.1, in which network managers are responsible for the management tasks.
However, as the management tasks are becoming clearer, some steps are automated
step by step, which results in little need for human intervention. To avoid prob-
lems related to centralization (single point of failure, possible performance bottle-
neck), the next step is to distribute these automated management tasks more and
more. There is therefore a shift from centralized and explicit management towards
distributed and implicit management approaches, such as the aforementioned au-
tomatic, autonomic, and autonomous approaches.

2.4 Self-management of lightpaths

WITHIN the context of this thesis, self-management aims at autonomically: 1)
detecting flows at the IP level eligible to the optical level as well as 2) es-

tablishing/releasing lightpaths for those flows. Network operators would only be
required to initially configure the self-management process with decision policies.
After this initial setup, the self-management process autonomically runs by itself. It
is important to highlight that our self-management approach is more focused on the
self-configuration aspect of the IBM self-*, although self-optimization could also be
pointed out as another considered aspect due to the load balancing between the IP
and optical levels.

At its current stage, our self-management approach is designed to work in a
centralized way rather than in a distributed way. The reason for that comes from
the fact that we want to be sure that our approach behaves the way we expect. This
close observation is presumed to provide insightful information for a move towards
to a distributed self-management approach at a later stage. We followed, therefore,
the trend in the development of new management systems as described in [118].

Decision policies defined by network operators should fulfill a desired objective,
which is expected to be achieved by using the self-management approach. The main
objective of our self-management approach is to offload as much traffic as possible
from the IP level to the optical level. For that, our self-management approach aims
at selecting to the optical level flows that are few in amount, but represent most of
the traffic, namely the elephant flows. Figure 2.11 depicts how our proposal for a
self-management of lightpaths in hybrid networks looks like.

In Figure 2.11, IP routers located in the IP domain B are exporting network
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Figure 2.11: Self-management of lightpaths in hybrid optical and packet networks.

traffic information to a monitoring station (step 1). Network information contains
flow information, such as source & destination IP addresses, protocol, flow volume,
amongst others. This information is then forwarded to our self-management mod-
ule (step 2). Based on the information received, decisions are made by the module
taking into account whether an elephant flow is eligible or no longer eligible for a
lightpath at the optical level. If the decision is in favor of creating a lightpath (i.e.,
the elephant flow is eligible to be moved to the optical level), the self-management
module configures the IP routers in the IP domain B and the optical switches in
the optical domain A (step 3). The routers are informed that the elephant flow is
offloaded to the optical level. On their turn, the optical switches are configured to
establish a lightpath for the offloaded elephant flow. From that point on, the ele-
phant flow is switched at the optical level bypassing thus the network level in the
IP domain B.

Our self-management of lightpaths can be divided into two architectural groups:
functional and physical architectures [56]. The functional architecture describes the
functional blocks of our self-management approach as well as their respective func-
tionality. On its turn, the physical architecture presents where the functional blocks
are physically located.
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2.4.1 Functional architecture

Our functional architecture presents the functional blocks of the self-management
module as well as their interactions. Our architecture deals with the network inter-
face and Internet layers of the TCP/IP network architecture (Figure 2.12).
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Figure 2.12: Self-management functional elements.

The self-management functional block is composed of three main elements: traf-
fic characterizer, decision maker, and flow information cache. The traffic character-
izer is in charge of collecting network information exported by a traffic exporter and
characterizing it. The characterized information is then stored in the flow informa-
tion cache. On its turn, the decision maker analyzes this information and, based on
the decision policies defined by network operators, decides what IP flows should be
moved from the IP level to the optical level and vice-versa.

If a decision to move IP flows to the optical level is taken, then the decision
maker establishes a lightpath. The decision maker performs that by adjusting the
routing and cross-connection tables of all nodes along the chosen path. On the other
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hand, if a decision to move IP flows back to the IP level is taken, the decision maker
tears down the established lightpath. For that, the decision maker reconfigures the
routing and cross-connection tables of the involved nodes in order to release the
lightpath. More details about our self-management module and its elements will be
described later in Section 4.3.

2.4.2 Physical architecture

The physical architecture consists of the physical location of the functional blocks. In
our physical architecture, the functional blocks are located at two different physical
locations: in the multi-service hybrid devices and in an external management device
(Figure 2.13).
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Figure 2.13: Physical architecture.

The traffic exporter and the routing & cross-connection tables are located inside
the hybrid devices. On their turn, the self-management elements are located in one
external management device. This management device is in charge of managing
more than one hybrid device (also known as 1:N management relationship), which
is widely used in different management areas [136] [145] [65].
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2.5 Concluding remarks

THIS chapter reviewed the conventional approaches to manage lambda connec-
tions in hybrid optical and packet switching networks. In practice, two ap-

proaches are currently used: a direct management approach, which is based on
SNMP or CLI manager-agent interactions, and an indirect management approach,
which has GMPLS as its main technology. Both approaches, however, require hu-
man interaction in order to select eligible elephant flows to the optical level as well
as to create and release lightpaths. As discussed in Section 2.2, conventional ap-
proaches are therefore prone to be slow when managing lightpaths. In order to
overcome that, we introduced in this chapter the use of self-management to auto-
nomically detect elephant flows and manage lightpaths for those flows. Along with
our self-management proposal, we also introduced its functional and physical ar-
chitectures. The functional architecture defines which functional blocks and their
interactions are needed to perform self-management in a logical and comprehensi-
ble way. On its turn, the physical architecture defines the physical locations of these
functional blocks.
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Chapter 3

Monitoring of network traffic

Network monitoring techniques provide vital information for network operators
to take management decisions. A proper monitoring process is thus essential
for a good network operation. Within the context of this thesis, monitoring
techniques provide information about IP flows (e.g., source IP address, source
TCP/UDP port, amongst others) to our autonomic decision process. On its
turn, the decision process analyses this information and takes decisions about
which IP flows should be moved to/from the optical level, as depicted in the
figure below. There exist several techniques for network monitoring, such as
packet-based, SNMP-based, and flow-based. There are also some variants in the
way these techniques are employed, such as the use of sampling to reduce the
amount of monitored data. In this chapter, we focus on techniques for network
monitoring that are relevant for our self-management approach as well as on the
potential flow information they can provide to our autonomic decision process.
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The organization of the present chapter is as follows:

• Section 3.1 identifies the network parameters that may be relevant for our
autonomic decision process.
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• Sections 3.2 and 3.3 evaluate these parameters. Section 3.2 evaluates pa-
rameters that are used to identify flows, whereas Section 3.3 evaluates
parameters that provide behavioral flow information.

• Section 3.4 presents possible techniques to collect IP flow information. It
is also discussed in this section which technique is the most relevant for
our self-management approach.

• Section 3.5 analyzes the effects of using sampling, which is widely em-
ployed in large networks, on the relevant parameters.

• Section 3.6 concludes this chapter.

3.1 Potential network parameters

NETWORK parameters provide valuable information about the status of net-
work traffic (e.g., traffic volume) and devices (e.g., routers). With regard to

our autonomic decision process, network parameters are used to predict the behav-
ior of flows transiting a network. Our objective in this section is to define a list of
parameters that we believe to be beneficial for our autonomic decision process to
identify large IP flows.

In order to define a set of relevant parameters for our autonomic decision pro-
cess, a literature study has been carried out first. Network parameters have been
taken from the following sources: (a) MIB modules IP-MIB [128], TCP-MIB [124],
UDP-MIB [53], Interfaces Group MIB [99], RMON-II [161], and SMON [165]; (b) the
information model for the IP Flow Information eXport (IPFIX) protocol [120]; and
(c) IPv4 packet structure [172], TCP header structure [176], and UDP header struc-
ture [177]. Since these sources also deal with information not related to flows (e.g.,
MAC to IP address translation in IP-MIB), we have selected the subset of informa-
tion that we first believed to have potential to predict the volume of large IP flows.
The outcome of this study is the classification of network parameters divided into
two main groups: flow identification parameters and flow behavior parameters.

Flow identification parameters define a sequence of packets that share the same
fields. Since the number of fields a flow can have is rather extensive [120] [33],
for the analysis later in this chapter, we limited this number as follows:

1. IP addresses: identify network interfaces (connected to a certain network).
IP addresses are important because some devices can generate more traf-
fic than others. For example, a file server is expected to generate more
traffic than an ordinary desktop.
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2. TCP/UDP port numbers: represent the communication end points that net-
work applications use to exchange data via transport protocols (i.e., TCP
and UDP). Following the same reasoning above, some applications can
generate more traffic than others. For example, a Telnet session is ex-
pected to generate less data than a FTP session.

3. Network segments: are portions of a computer network, which can vary in
scale from small networks (i.e., LAN) up to larger ones (i.e., Wide Area
Network (WAN)). Depending on the size that a network may have, a
network segment can include smaller network segments. For example,
the University of Twente (UT) network belongs to the Dutch national re-
search network, SURFnet6 [147]. Similar reasoning as before, we believe
a network segment can generate more traffic than others. The following
network parameters can be used to identify network segments:

• Subnet: Continuous bits in an IP address prefix used to identify a
subnet;

• Autonomous System: A collection of IP routing prefixes.

Flow behavior parameters characterize the behavior of flows. The term behavior
refers to the activity of a flow, which can still be in progress (partial activity)
or be completed (total activity). The potential flow behavior parameters that
may be relevant to our research are the following:

1. The number of bytes transferred thus far is the most important parameter
to be considered, since our autonomic decision process aims at offloading
high volume flows. We consider therefore the number of bytes as the
target parameter.

2. The number of packets transferred thus far may give a good indicative
about the size of a flow.

3. Literature [181] [20] [144] [24] has shown that some large flows may also
be long in duration, normally presenting a heavy-tail distribution. Du-
ration can therefore be a potential input parameter for our autonomic
decision approach.

4. Throughput is the average rate of a communication. It is usually expressed
in bytes per time unit (e.g., Bytes per second (Bps)), but it can also be
measured in packets per time unit (e.g., Packets per second (Pps)). Both
Bps and Pps will be considered for the analysis in the remainder of this
chapter.
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In order for our self-management approach to take the right decisions about
moving flows between IP and optical levels, the selection of appropriated network
parameters is important. For that, we evaluate the aforementioned identification
and behavior parameters while observing the size of the flows, i.e., their number of
bytes. This evaluation is the main focus of the following Sections 3.2 and 3.3. Section
3.2 presents the evaluation of parameters that are used to define flows (identification
parameters). On its turn, Section 3.3 shows the evaluation of parameters that provide
information about the activity of flows (behavior parameters).

3.2 Evaluation of identification parameters

IN this section, our goal is to investigate the effect that different flow definitions
may have on the flow size [58]. Our approach to investigate that consists in: 1)

collecting flow information from a real network, and 2) varying the definition of the
collected flows while observing flow size. The following subsections present how
network data was collected from SURFnet6 (our testbed) as well as how our analysis
was performed.

3.2.1 Measurement setup

For our analysis we measured traffic on the SURFnet6 network for two weeks (July
20, 2006 - August 3, 2006). The core routers — NetFlow-enabled — of SURFnet6
exported information about all network traffic within SURFnet6, at that time, in no
more than 5 minutes interval. Since SURFnet6 is a high-speed network (10 Gbps
links and up), technological issues, such as limited processing resources, prohibited
exporting NetFlow records for all packets therefore. A packet sampling ratio of 1
out of 100 packets was used to reduce the amount of NetFlow records.

In order to facilitate our measurements, SURFnet routed NetFlow data from its
core routers to a NetFlow collector located at the UT. At the UT domain, a machine
was setup to dump the incoming NetFlow stream into so-called pcap files, using the
tcpdump tool [149]. We decided to use tcpdump instead of a real NetFlow collec-
tor software: this way, we could store the NetFlow stream in its “raw state”. This
allowed us to replay our analysis without the need for SURFnet to retransmit the
data.

The total amount of data that was received from SURFnet in this two weeks
period was about 81 GB. This includes all UDP, IP, and pcap overhead (e.g., packet
timestamps). The total amount of NetFlow reported bytes was 4.0 TB. However,
since SURFnet uses 1:100 sampling with NetFlow, this accounts for some 0.40 PB of
the actual network traffic.
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3.2.2 Analysis setup

The IETF has been working on the standardization of flow-based measurements.
One of the results of this standardization process is the specification of IPFIX stan-
dard [121]. According to IPFIX a flow is defined as having some common proper-
ties (flow fields). The most traditional definition for a flow is the 5-tuple definition.
This definition identifies a flow as a set of IP packets that share the same values
for the following 5 fields: source IP address, destination IP address, source port,
destination port, and protocol. However, different definitions for flows do exist, by
choosing coarser or finer flow definitions [57] [59]. Within this context, our analysis
setup consisted of using different flow fields than the traditional 5-tuple to define IP
flows. That resulted in different levels of granularity for a flow as depicted in Figure
3.1 and to be discussed next.

CAPTION

Access Router Host

Subnet
Autonomous 

System

NetFlow probe

BGP router

NetFlow collector

NetFlow data
IP flow

     IP FLOW
 DEFINITIONS

MySQL database

Hst2Hst Sub2Sub AS2AS

Filtering process

Filtered
NetFlow data

HIGH LOW
LEVEL OF GRANULARITY

App2App

SURFnet6

Figure 3.1: The different definitions for a flow.

The higher the granularity of a flow definition is, the more restrictive the flow
definition will be when grouping packets into flow sets. Our flow definitions go
from a high level of granularity to a low level of granularity as follows:

1. App2App: the traditional 5-tuple flow definition;

2. Hst2Hst: group of packets with the same source and destination IP addresses;
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3. Sub2Sub: group of packets matching the most significant bits of the source and
destination IP addresses;

4. AS2AS: group of packets with the same source and destination autonomous
systems.

Given the above mentioned definitions for a flow, we observe how their usage
affect flow size. We only observed flows that were considered to be big enough to
be moved to the optical level, viz., above or equal to 50.112 Mbit/s (i.e., the OC-1
payload rate in SONET networks [5]). Since SURFnet exported flow information in
5 minutes interval, we deliberately selected flows which minimum size was greater
or equal to 14.68 Gbits (50.112 Mbps × 300 seconds = 14.68 Gbits).

3.2.3 Results

The following results only consider flows that satisfied our threshold value above
mentioned.

Percentage of the total traffic

Figure 3.2 shows the percentage of the total traffic (4.0 TB) that each flow definition
represents.
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Figure 3.2: Percentage of the total traffic per flow definition.
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App2App is the flow definition that least represents the IP traffic moved to the
optical level (2% of the total traffic). The reason for that is that App2App is to re-
strictive to group packets into flows, which results in flows with small size. There
is although a significative improvement in the percentage of IP traffic moved to the
optical level when not considering port numbers. That is shown by the Hst2Hst
flow definition, which moved, in our analysis, almost 7 times more (13%) IP traffic
to the optical level than the App2App flow definition. Likewise, Sub2Sub and AS2AS
flow definitions moved, respectively, almost 12 and 14 times more. It can be con-
cluded therefore that the lower granular a flow definition is, the more packets will
be grouped into flows, and, thus, the more traffic is selected to be moved to the
optical level.

Average flow size

Figure 3.3 complements Figure 3.2 by showing the average size of flows using the
flow definitions considered in our analysis. It is worth mentioning that we used a
confidence interval of 95% to calculate the confidence limits of our average values.
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Figure 3.3: Average flow size with a confidence interval of 95%.

The average flow size of App2App flows was 18.39 Gbits, which was slightly
above our criteria, i.e., flow minimum size greater or equal to 14.68 Gbits. The re-
maining flow definitions presented a much higher average flow size than App2App
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flows, but with a considerable variance in the flow size. For example, AS2AS flow
definition had big flows, such as above 700 Gbits, but also smaller ones, such as 250
Gbits. This can be explained by the fact that when flow definitions with lower level
of granularity are used, different kinds of traffic (e.g., VoIP and P2P traffic) may be
mixed, presenting therefore different sizes. By the same token, when more restric-
tive flow definitions are used, similar kinds of traffic are grouped, presenting thus
smaller variance in size.

3.2.4 Concluding remarks

Based on the analysis presented in this section, we can conclude that the use of dif-
ferent definitions for a flow have significant influence on the flow size. The average
size of a flow increases when lower granularity to define flows are used (Figure 3.3).
In average, the size of flows varied, in our analysis, from small sizes (18 Gbits), in
the case of App2App flows, to big sizes (1.7 Tbits), in the case of AS2AS flows. Lower
granular flow definitions also resulted in more IP traffic being moved to the optical
level, as presented in Figure 3.2.

Even though the obtained results were somehow already expected, we did not
know beforehand any quantification for the observed variation in flow size and the
percentage of offloaded traffic. The main contribution of our analysis was thus to
show how much the size of the flows eligible for lightpaths vary according to the
flow definition used. It is worth mentioning that this variance is also in accordance
with the self-similarity studies found in the literature [36] [153] [23].

Within the context of our self-management approach, lower granular flow def-
initions contribute better to offload more IP traffic to the optical level, being there-
fore the most relevant flow definitions to our autonomic decision process. Our au-
tonomic decision process is designed although to work independently of the flow
definition used, since networks operators may employ different flow definitions on
their managed networks. However, for further analysis in this thesis, we stick with
the traditional 5-tuple flow definition. That is due to practical reasons, since our
measurements are performed on networks that use such flow definition.

3.3 Evaluation of behavior parameters

IN this section, the potential behavior parameters introduced in Section 3.1 will be
evaluated. Our goal here is to observe which set of these parameters are relevant

estimators to predict flow size. For that, we introduce a statistical methodology
to validate our goal [55]. The following subsections present how network data was
collected to our experiment as well as how our statistical methodology is comprised.
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3.3.1 Measurement setup

To avoid any disturbance of sampling, we decided to consider only NetFlow data
with a sampling ratio of 1:1 (1 packet out of one) from the UT network. NetFlow
records over an entire week from Sep 12, 2008 to Sep 19, 2008 were collected (our
population). However, due to the large amount of data, we chose a single business
day (our sample) in order to speed up our analysis. NetFlow records over the entire
day Thursday Sep 18, 2008 were considered in the evaluation of our behavior pa-
rameters. The records were captured in nfcapd format and then stored into a MySQL
database. The amount of collected NetFlow records stored in our MySQL accounted
for Sep 18 was 30.51 GB. These records were then combined in order to reflect the
real behavior of the flows along the considered day. The MySQL table storing the
combined NetFlow records into flows accounted for Sep 18 was 26.08 GB.

3.3.2 Statistical analysis

Our statistical methodology comprised in applying descriptive analyses to evaluate
how the flow behavior parameters number of packets, duration, Bps, and Pps influ-
ence flow size. For that, we start with basic summary statistics [174] like mean, me-
dian, amongst others, followed then by more advanced statistical analyses, namely
conditional probability [105], correlation [169], and classification tree [168], respectively.

Summary statistics

The initial number of flows considered in our statistical analysis was 378.363.608,
which represented a total traffic of 18.11 TB on Sept 18, 2008. We started our statisti-
cal analysis by defining the set of flows we are focused on. This set of flows is based
on the target our self-management of lightpaths aims at, i.e., the elephant flows. Con-
trary to the analysis presented in Section 3.2, we do not restrict the elephant flows to
the minimum size of 14.68 Gbits. We aim here at observing these flows on its normal
behavior, i.e., without any restriction imposed by the optical level.

We focus our analysis therefore on flows that have the following characteristics:
(a) few in number, (b) persistent in time, and (c) represent most of the traffic. Out
of the total number of collected flows (378.363.608), a very small percentage of them
(0.82%) accounted for the biggest percentage (97%) of the total traffic. This percent-
age of flows (3.092.885 in numbers), from now on referred as big flows, matches the
characteristics (a) and (c) previously mentioned.

Our next step was to check, out of the big flows, the ones persistent in time. Per-
sistent means that they do not have a short duration, as it is the case of bursty flows
[87]. Table 3.1 shows some summary statistics about the duration of our big flows. It



46 3 Monitoring of network traffic

Flows 3.092.885

Mean 274 sec

Median 19 sec

Minimum 0 sec

Maximum 86.507 sec

Percentiles (25%) 12 sec

Percentiles (50%) 19 sec

Percentiles (75%) 57 sec

Table 3.1: Summary statistics on the duration of our big flows.

also shows that most of these flows (75%) have a considerable short duration, i.e., a
duration shorter than 57 seconds. This allows us to conclude that most of the flows
are short-lived. Interestingly, some flows lasted during the entire day (86.400 sec-
onds). Few of them lasted even more than that due to the active timeout value of
120 seconds configured in the UT NetFlow-enabled router. That would allow flows
to have therefore a maximum reported duration of 86.520 seconds.

Conditional probability

Summary statistics provide a good overview about the overall duration of flows,
but do not say much about how persistent these flows are over time. Our objective
here is to know how long a flow should be active before we can predict, with rea-
sonable certainty, that that flow will be persistent in time. In order to have a better
insight about the persistence of these flows we used conditional probability [105].
Conditional probability is the probability of some event A happening given the oc-
currence of some other event B (P (A | B)). In our analysis, we are interested in
knowing the probability of flows being persistent in time. For that, we observe the
conditional probability of flow duration as follows. Given that the duration (D) of
a flow has already lasted at least a certain amount of time B (D ≥ B), what is the
probability this flow will last for at least another 60 seconds (D ≥ B + 60)?

Table 3.2 shows the conditional probability for the duration (in seconds) of our
big flows. It shows that there is a small probability (24%) that a flow will last at
least another minute, given the fact that it has just started. However, there is a con-
siderable improvement (67%) in this probability when flows have elapsed at least
one minute. This probability gets more stable the longer a flow has already elapsed.
This allows us to conclude that the longer a flow has already elapsed, the smaller the
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P (D ≥ B + 60 | D ≥ B) Percentage

P (D ≥ 60 | D ≥ 0) 24%

P (D ≥ 120 | D ≥ 60) 67%

P (D ≥ 180 | D ≥ 120) 78%

P (D ≥ 240 | D ≥ 180) 83%

P (D ≥ 300 | D ≥ 240) 86%

P (D ≥ 360 | D ≥ 300) 89%

P (D ≥ 420 | D ≥ 360) 90%

P (D ≥ 480 | D ≥ 420) 91%

P (D ≥ 540 | D ≥ 480) 92%

P (D ≥ 600 | D ≥ 540) 92%

Table 3.2: Conditional probability for the duration of our big flows.

probability of ending in the next time period; viz., the duration of flows presents a
heavy tail behavior. It is worth saying that taking advantage of heavy tails can con-
tribute to the design of computer systems, as already concluded by Crovella [35].

Based on Table 3.2, we choose an elapsed duration of 5 minutes to define a flow
as being persistent in time. The reason for that comes from the fact that the percent-
age of flows lasting for at least another minute gets relatively stable (around 90%)
when flows reach a minimum duration of 5 minutes. It is relevant to say that, in
our analysis, flows with duration below 5 minutes did not represent a considerable
amount of traffic (26% of the total traffic), whereas flows with duration above or
equal to 5 minutes represented 74% of the total traffic.

One may rise the question whether 5 minutes is the duration that should always
be considered to define a flow as being persistent. We believe the answer is no, cause
IP flows can vary their behavior depending on several factors, such as time of the
day, kind of network, network users, amongst others. It is interesting to highlight
that we introduce here, although, a generic approach to find out flow persistence.

Correlation techniques

Based on the outcome of the conditional probability applied on our traces, another
filtering was done in the 3.092.885 flows in order to remove flows with a duration
shorter than 5 minutes. This resulted in the selection of 283.783 flows (0.07% of the
total number of collected flows) having duration above or equal to 5 minutes. These
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are thus the set of flows of which metrics throughput (Pps and Bps), packets, and
duration are observed in relation to flow size (number of bytes).

Once defined the set of flows, we first observe how those metrics relate with flow
size by drawing correlation charts (Subsection 3.3.3). Correlation charts provide us
a visual impression of what the correlation is, but they do not express the quan-
tification of how strong or weak the correlation is. To obtain quantitative correla-
tion values regarding the considered metrics, we used Pearson’s correlation method
[115]. Pearson’s correlation computes the pairwise associations for a set of variables
and displays the results in a matrix. This is useful for determining the strength and
direction of the association between two metrics.

In our context, there is an unmistakable intuition that Bps and duration have the
strongest correlation to tell about the size of flows. We use Pearson’s correlation,
however, to see if this fairly obvious correlation may contain some other unsus-
pected correlations. Applying therefore correlation analysis on our data can lead to
a better understanding (Subsection 3.3.4).

Classification tree

Even though Pearson’s correlation is a good method to quantify the relationship be-
tween two metrics, it does not consider the combination of more than two of them.
It could be therefore that an interaction of more than two metrics could give a bet-
ter refinement about the best predictors for flow size. In order to find that out, we
used a classification tree technique, called CHi-squared Automatic Interaction De-
tector (CHAID) method, which is a kind of decision tree widely used in data mining
areas. CHAID divides a data set into exclusive and comprehensive partitions that
differently relate with an observed dependent variable [84]. These partitions are de-
fined by a tree structure and they are classified in descendent order of independent
variables, called predictors. For each partition of predictors, CHAID assigns a prob-
ability of response. All probabilities are subsequently used to rank the partitions
with the strongest relation with the dependent variable. It is worth mentioning that
the partitions of each predictor are merged if they are not significantly (significance
level of 0.05%) different in regard to the dependent variable. More details about
decision trees and the CHAID algorithm can be found in the Appendixes A.1 and
A.2, respectively. In the case of our analysis, CHAID calculates which independent
metrics – duration, packets, Pps, and Bps (the predictors) – have the strongest rela-
tion with flow size (the dependent variable). The outcome of our analysis by using
CHAID is presented in Subsection 3.3.5.

The potential flow behavior parameters have been statistically evaluated by ob-
serving how they one by one contribute to identify flows that generate large amounts
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of data. The following subsections present first the results regarding our correlation
analysis, followed then by the CHAID classification tree.

3.3.3 Correlation charts

Figure 3.4 shows the relation of packets, duration, Pps, and Bps with the number of
bytes (flow size), respectively. All figures present both axes with logarithmic scale.
The figures show that there is a linear relation between packets, Bps, and Pps with
bytes, except for the case of duration. Figure 3.4(b) shows that a flow can have a
long duration and a small amount of bytes, a short duration and a large amount of
bytes, and all in between. Meanwhile, the metrics packets, Bps, and Pps walk along
with bytes. The bigger those metrics are, the bigger the flow size is expected to be.

(a) Packets and bytes correlation. (b) Duration and bytes correlation.

(c) Pps and bytes correlation. (d) Bps and bytes correlation.

Figure 3.4: Correlation between considered behavior parameters and flow size.
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It is worth mentioning that there is a certain degree of linearity among those
metrics. Figure 3.4(a) shows a strong linear relationship between the number of
packets and flow size. Figures 3.4(c) and 3.4(d), in turn, show a slightly higher
variability in the linearity when compared to packets. Bps and Pps linearities with
flow size are influenced by flow duration, which presents a strong variability. For
example, we have seen cases in which a lot of packets were generated in a short
duration (high Pps throughput), but also a small amount of packets generated in a
long duration (low Pps throughput).

3.3.4 Pearson’s r correlation

Correlation charts can give some insights on the linearity between two metrics, but
they do not precisely quantify it. In order to quantify the correlation between two
metrics, we used Pearson’s r correlation, which is defined as the sum of the products
of the standard scores of the two measures divided by the degrees of freedom:

r =
1

n− 1

n∑
i=1

(
Xi − X̄
sx

)(
Yi − Ȳ
sy

)

where
(
Xi−X̄
sx

)
, X̄ , sx, and n are the standard score, sample mean, sample stan-

dard deviation, and number of samples, respectively [107]. Table 3.3 shows the r
correlation among our considered metrics.

Packets Bps Pps Duration

Pearson’s r correlation for bytes 0.927 0.671 0.642 0.058

Table 3.3: Pearson’s correlation bytes pairwise with other considered metrics.

A correlation of 0 (zero) means that there is no linear relationship between two
metrics. Whereas, a correlation of 1 means that there is a strong positive linear rela-
tionship between two metrics. As Table 3.3 shows, there is a strong linear relation-
ship between packets (0.927), Bps (0.671), and Pps (0.642), with bytes. In contrast,
duration does not present a strong linear relationship (0.058). This means that dura-
tion should not be exclusively focused on when trying to predict a flow size.

3.3.5 CHi-squared Automatic Interaction Detector

Since Pearson’s correlation only shows the relation between two metrics, we used
CHAID in order to see the relation of more than two metrics with the flow size.
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For that, we first deliberately divided flow size into 4 categories according to their
number of bytes.

Node 0

Category % n

25,0 70945LOW

25,0 70946MEDIUM LOW

25,0 70946MEDIUM HIGH

25,0 70946HIGH

Total 100,0 283783

MBpsBytes

Node 1

Category % n

78,9 22382LOW

17,2 4895MEDIUM LOW

3,5 990MEDIUM HIGH

0,4 111HIGH

Total 10,0 28378

<= 0,0002

Node 2

Category % n

59,7 16947LOW

30,0 8525MEDIUM LOW

8,9 2535MEDIUM HIGH

1,3 371HIGH

Total 10,0 28378

(0,0002, 0,0006]

Node 3

Category % n

64,7 18368LOW

25,6 7258MEDIUM LOW

8,2 2322MEDIUM HIGH

1,5 431HIGH

Total 10,0 28379

(0,0006, 0,0010]

Node 4

Category % n

41,7 11833LOW

42,1 11936MEDIUM LOW

13,6 3852MEDIUM HIGH

2,7 757HIGH

Total 10,0 28378

(0,0010, 0,0016]

Node 5

Category % n

5,0 1415LOW

65,6 18608MEDIUM LOW

23,7 6734MEDIUM HIGH

5,7 1621HIGH

Total 10,0 28378

(0,0016, 0,0026]

Node 6

Category % n

0,0 0LOW

48,9 13867MEDIUM LOW

38,8 10999MEDIUM HIGH

12,4 3513HIGH

Total 10,0 28379

(0,0026, 0,0043]

Node 7

Category % n

0,0 0LOW

20,6 5836MEDIUM LOW

56,1 15916MEDIUM HIGH

23,3 6626HIGH

Total 10,0 28378

(0,0043, 0,0076]

Node 8

Category % n

0,0 0LOW

0,1 21MEDIUM LOW

57,2 16230MEDIUM HIGH

42,7 12128HIGH

Total 10,0 28379

(0,0076, 0,0134]

Node 9

Category % n

0,0 0LOW

0,0 0MEDIUM LOW

39,9 11322MEDIUM HIGH

60,1 17056HIGH

Total 10,0 28378

(0,0134, 0,0289]

Node 10

Category % n

0,0 0LOW

0,0 0MEDIUM LOW

0,2 46MEDIUM HIGH

99,8 28332HIGH

Total 10,0 28378

> 0,0289

Page 1

Figure 3.5: 1st depth of the CHAID classification tree.
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The 25% biggest flows are referred as HIGH volume, whereas the 25% smallest
flows are named LOW volume. The medium flow sizes (i.e., the remaining 50%) are
then divided into the 25% biggest medium flows, referred as MEDIUM HIGH vol-
ume, whereas the 25% smallest medium flows are named MEDIUM LOW volume.
Once the flow volume is categorized, we observe how the considered parameters
relate to these 4 categories. It is worth mentioning the number of categories can be
arbitrarily chosen. Figure 3.5 partially shows the result of our CHAID classification
tree. Only node 0, and node 1 throughout node 10 are shown for the sake of space.
Bytes is the dependent variable and it is represented by the node 0 in the CHAID
tree. Node 0 contains the 4 aforementioned categories for the flow size. The CHAID
method then starts dividing the predictors (i.e., Bps, Pps, duration, and packets) into
partitions (nodes) and cross-tabulating them against the dependent variable (node
0). The predictor that presents the smallest level of significance (i.e., the most sta-
tistically significant relationship with the dependent variable) is placed at the first
depth of the CHAID classification tree along with its partitions. CHAID chooses
Bps (represented in MBps in Figure 3.5) as the best predictor for flow size as it is
ranked right to node 0. From node 1 to node 10 it is possible to see how each group of
flows, classified by their Bps throughput, influences flow size. Flows with small Bps
throughput tend to be small in flow size (e.g., node 1). On the other extreme, flows
with big Bps throughput tend to generate large flows (e.g., node 10).

Figure 3.6: Disposition of duration and Pps in the CHAID classification tree.
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After the CHAID method selects the first level predictor and its best merged par-
titions, it begins to place other predictors beneath the initial predictor. The CHAID
method continues this procedure until further sub-divisions cannot be performed.
That is shown in Figure 3.6, in which we only expanded node 10 to show how the
other metrics are disposed in the CHAID classification tree. The second best pre-
dictor pointed out by the CHAID method is flow duration (represented in seconds
in Figure 3.6). Our partially displayed CHAID classification tree shows that flows
with high Bps and long durations are those that have the higher flow size (node 71).
Finally, the third best predictor is Pps, being disposed in the last level (depth) of
the CHAID classification tree. The number of packets did not show a significant
prediction in our model, and it was ignored by the CHAID method.

Predicted

Observed LOW MEDIUM LOW MEDIUM HIGH HIGH Accuracy

LOW 65.499 5.446 0 0 92.3%

MEDIUM LOW 6.381 60.334 4.231 0 85.0%

MEDIUM HIGH 521 3.016 62.835 4.574 88.6%

HIGH 63 48 7.257 63.578 89.6%

Percentage 25.5% 24.3% 26.2% 24.0% 88.9%

Table 3.4: The accuracy of our CHAID classification model.

CHAID also provides a measure of confidence that the classification tree is cor-
rect (Table 3.4). Table 3.4 shows the accuracy of our classification tree for the 4 ob-
served flow volume categories. For example, out of 70.946 flows categorized as
HIGH volume, 63.578 of them were correctly predicted as such (accuracy of 89.6%).
Meanwhile, 63, 48, and 7.257 flows were incorrectly predicted as LOW volume,
MEDIUM LOW volume, and MEDIUM HIGH volume, respectively. An inaccuracy
of 10.4%. In general, our classification tree correctly classifies about 89% of the flows
while misclassifying a flow size only in about 11% of the cases. That high accuracy
allows us to assume that our CHAID classification tree correctly selects, for the most
part, the proper predictors for the flow size.

3.3.6 Summary and conclusions

The behavior parameters were evaluated with relation to flow size by using descrip-
tive statistical methods. We started defining the set of flows we were interested on,
i.e., the elephant flows. For that, we first employed summary statistics, which pro-
vided an overview on the duration of flows (Table 3.1). Summary statistics do not
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say much although about how persistent flows are. We then used conditional prob-
ability in order to know more about the persistence of flows over time. We found
out that flows with a minimum duration of 5 minutes have 89% of chance of contin-
uing running for at least the next minute (Table 3.2). Based on that, we deliberately
assumed 5 minutes to define a flow as being persistent. We highlight here although
that our main contribution is not the value of 5 minutes itself, but the approach we
used to reach it.

Our next statistical step was to find out correlation among the considered be-
havior parameters. Even though initially some metrics such as duration and Bps
were intuitively expected to influence flow size, little was known about how strong
this influence could be. Moreover, we were not aware if there were any other un-
suspected parameters (e.g., Pps and packets) that could have significant influence to
flow size. We first then used correlation charts (Subsection 3.3.3) to get some knowl-
edge about the correlation amongst the considered metrics. Our correlation charts
(Figure 3.4) provided some good indications about the correlations, but it did not
quantify how strong they were. To solve this uncertainty, we used Pearson’s r corre-
lation (Subsection 3.3.4). Pearson’s correlation showed that packets (r = 0.927), Bps
(r = 0.671), and Pps (r = 0.642) have a strong linear relationship with flow size, while
duration (r = 0.058) has not. Since all parameters have certain influence on flow size,
they should not be used alone, but in groups. We used finally the CHAID technique
to analyze that (Subsection 3.3.5). As evaluated by CHAID, Bps and duration are
the best predictors for flow size, followed by Pps (as a refinement parameter). Even
though packets parameter was considered by Pearson’s correlation as the parameter
with the strongest linear relationship with flow size, it was dismissed by CHAID.

In conclusion, CHAID statistically confirms the intuition that Bps and duration
are the metrics to be considered when observing flow size. In order of importance,
Bps, duration, and Pps (as an optional refinement) are the best predictors. These
metrics have more impact on the flow size than the number of packets, which was
ignored. Our self-management of hybrid networks should therefore take them into
account when taking decisions on moving flows to the optical level.

3.4 Possible techniques for monitoring IP data

NETWORK monitoring techniques provide important information on network
traffic transiting in a network. Within the context of this thesis, monitoring

techniques play an important role by supplying information on IP data to our auto-
nomic decision process. In this section, we aim at selecting a monitoring technique
to be used with our self-management approach. For that, we first start by defining
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the requirements monitoring techniques should satisfy in order to be considered
relevant to our self-management approach. We then select the set of techniques
to be evaluated based on the level of detail they provide for IP data, namely, packet-
based techniques, SNMP-based techniques, and flow-based techniques. Finally, these tech-
niques are evaluated while observing their relevance to our self-management ap-
proach.

3.4.1 Requirements

The considered monitoring techniques are evaluated based on a set of requirements,
which are mostly based on the evaluations performed in Sections 3.2 and 3.3 and
stated as follows:

1. The monitoring technique has to provide means to differentiate IP packets. As con-
cluded in Subsection 3.2.4, IP packets can be grouped into flows through dif-
ferent definitions. Such definitions can go from highly granular to slightly
granular, which results in small or big flows. Providing therefore means for
our self-management approach to differently group IP packets into flows can
contribute to offload large IP flows to the optical level.

2. The monitoring technique has to provide means to calculate the behavior of IP flows.
As concluded in Subsection 3.3.6, Bps and duration (and optionally Pps) are
the best predictors for flow size. Monitoring techniques should therefore pro-
vide the following information to calculate those predictors: duration, number
of bytes, and number of packets (optional).

3. The monitoring technique has to be feasibly employed on high-speed networks. Since
we focus our self-management approach on high-speed networks, the moni-
toring technique should be able to cope with large amounts of network data.
Packet loss, for example, during the measurement process is undesirable, since
network information can be inaccurately reported.

Even if other requirements could be listed here, these are the most important
ones. The next subsections present details of the considered monitoring techniques.

3.4.2 Packet-based techniques

Packet-based techniques can be subdivided into those that collect complete IP pack-
ets (i.e., header + payload) or those that collect only some part (e.g., the header) of
them. The header contains addressing and control fields, while the payload carries
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Total lengthType of serviceIHLVersion

0 4 8 16 31

Fragment offsetFlagsIdentification

19

Header checksumProtocolTime to live

Source IP address

Destination IP address

PaddingOptions

Payload (data)

Figure 3.7: IP packet format.

the actual data (transport headers plus application data) to be sent over the network.
Figure 3.7 shows the format of an IP packet.

A tool commonly used to collect packet information is tcpdump [149]. Tcpdump
can act as a packet sniffer that runs from the command line interface. It allows the
user to intercept and display packets being transmitted over a network of interest.

The collection of full packets is useful when detailed network analysis, such as
those used to detect certain Denial of Service (DoS) attacks are in place [106]. In this
case, not only the header is considered, but also the payload itself. The analysis of
the payload content comes handy when there is a need to look for specific (mali-
cious) contents, such as buffer overflow codes trying to exploit some vulnerability
at a certain network server. By analyzing the payload of IP packets, one could detect
a possible attack attempt.

As an alternative to collect full packets, network operators commonly choose to
collect only the packet headers. In this situation, information about the payload of
a packet is not considered. Collecting only packet headers is useful when the infor-
mation about the payload is irrelevant, such as in cases of network troubleshooting
or network traffic optimization (e.g., load balance).

As an example, an average of 25 billions packets transited the UT network dur-
ing working days in September 2008. In order to fully collect these packets (consid-
ering an average packet size of 1500 octets), approximately 34 TB of storage space
would have been needed per working day. In comparison, approximately 1.4 TB of
storage space would have been needed per working day, if only the packet headers
(i.e., nearly the first 60 octets of each packet) would have been collected.

The main advantage of using packet-based techniques is the finest level of detail
for network traffic (i.e., individual IP packets) that is obtained in real time. The level
of detail combined with real time information result in a very accurate calculation of
the throughput. However, such accuracy comes at a cost: the high volume of mea-
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surement data. Dealing with such large amount of data can be very expensive. The
collection process may require the acquisition of expensive monitoring stations with
large storage capacity and high processing power. The acquisition cost can become
worse when the collection of packet traces is employed on high-speed networks. In
such networks, not only storage capacity and processing power are required, but
also expensive network cards. These cards may be required to handle data trans-
fer rates at gigabit scale. The non-employment of such high-speed cards may result
in potential packet loss, disrupting therefore the collection process [88]. Based on
the aforementioned reasons, packet-based techniques are frequently refrained from
being used on high-speed networks.

3.4.3 SNMP-based techniques

The Simple Network Management Protocol can also be used to monitor IP traffic.
SNMPv1 and SNMPv2 (historic versions) are the versions mostly used by network
operators, whereas SNMPv3 (the standard version) is rarely employed [139]. Exam-
ples of MIBs used for monitoring IP traffic are MIB modules IP-MIB [128], TCP-MIB
[124], UDP-MIB [53], and Interfaces Group MIB [99].

Flow information can be collected as well via Remote Monitoring (RMON) [160],
RMON-II [161], and Meter MIB [19]. These MIBs are either available on routers and
switches or they are installed on dedicated instruments, called probes. Probes are in
charge of monitoring data packets crossing the network at certain key points (e.g.,
a WAN interface on a router). The use of probes aims at providing real-time traffic
information while not introducing additional load on the routers.

The data collection on such MIBs commonly employ the pull mode. By us-
ing such a model, network devices running SNMP agents are regularly requested
through SNMP messages to send network data. This regularity is commonly re-
ferred as polling interval. A common polling interval used is 5 minutes, but it can
be adjusted to minor or major orders.

The main advantage of using SNMP-based techniques is regarding the amount
of measurement data. Compared with packet-based techniques, SNMP-based tech-
niques require less monitoring data. Comparing with the same example presented
in Subsection 3.4.2, approximately 742 MB of storage space would have been needed
to collect SNMP messages per working day in September 2008. This required stor-
age space is based on a polling frequency of 90 SNMP Get-next messages per second
and with a message size of 100 bytes. The polling frequency and message size values
were derived from the analysis performed by Schönwälder et. al [139].

However, this low volume of measurement data comes at the cost of a coarse-
grained level of detail for network traffic. SNMP-based techniques provides highly
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aggregated information about the measured network traffic [62]. For example, while
packet-based techniques may provide information about individual packets pass-
ing through a monitored router interface, SNMP-based techniques would provide a
simpler counter of how many packets have passed. Moreover, this low volume of
measurement data may weight against information gain, such as, for instance, the
lack of information about specific application traffic [143].

The main disadvantage although is regarding the use of pull mode. When the
pull mode is employed, information about flows are only sent when a request oc-
curs. In a situation where memory shortage on SNMP agents happens, flow in-
formation can be discarded to give place to new information [182]. On high-speed
networks, where the volume of flows is very high, the pull mode may not scale,
resulting in flow information being discarded due to memory shortage. As a conse-
quence, the activity of IP flows may be inaccurately reported.

3.4.4 Flow-based techniques

As an in-between technique for packet-based and SNMP techniques, flow-based
techniques consist of collecting data about a set of packets (i.e., flows) rather than
individual packets. There are some technologies to collect flow information from
managed networks. The most well-known and widely used is NetFlow [31], which
is largely employed to collect flow information from Cisco routers. Although ini-
tially developed by Cisco, today several network devices of other vendors also em-
ploy NetFlow. In addition, NetFlow has been strongly influencing the definition of
the IPFIX standard.

Cisco NetFlow

Cisco NetFlow is an embedded instrumentation software that is used to character-
ize network information. NetFlow can be used by network operators to analyze
network usage or network security anomalies, to name a few of purposes. NetFlow
characterizes flows by inspecting1 packets when those are forwarded by a NetFlow-
enabled router. Each packet is examined for a common set of IP packet fields. These
fields are used to determine if a packet is unique or similar to others. In other words,
these packets are used to define a flow of packets that share the same fields. Figure
3.8 depicts the process of collecting flow information with NetFlow.

All packets that share the same fields are grouped into a flow and then pack-
ets and bytes are tallied. This information is then stored in a cache on a NetFlow-

1Packet inspection, employed in flow-based measurement, inspects network packets seen on the wire
to update the appropriate fields of flow records. Inspected packets are not stored in the router’s internal
cache.
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Figure 3.8: Collecting flow information with NetFlow.

enabled device. There are primarily two methods to access the flow information
stored in the NetFlow cache. The first methods consists of using CLI in order to issue
commands to visualize flow information. The second method consists of configur-
ing the NetFlow-enabled device to export flow information into a NetFlow collector
(push model). In this case, the following steps are taken:

1. NetFlow is configured within a network device in order to inspect flow of
packets and store information into the NetFlow cache.

2. NetFlow is configured to send flow entries in the NetFlow cache to a NetFlow
collector.

3. A process constantly analyzes the cache searching for flows that have termi-
nated or satisfied a condition to be exported.

4. Approximately 30 to 50 flow entries are bundled together and exported to the
NetFlow collector.

The conditions for the NetFlow process to export flows are the following:

• A flow is inactive longer than an inactive timeout, i.e., the flow record was not
updated in cache due to no new packets received for that flow;
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• A flow is active longer than an active timeout, i.e., the flow record has been
constantly updated in cache for a period of time longer than the active timeout;

• The FIN and RST TCP flags of an observed packet indicate that the flow fin-
ished;

• The local NetFlow cache is full and needs to be flushed.

By default, NetFlow routers are configured with an inactive timeout of 15 sec-
onds and an active timeout of 30 minutes. Other timeout values can although be
employed, such as those described in Table 3.5.

Network Inactive timeout Active timeout

UT 30 120

SURFnet 30 300

GÉANT 60 300

Default 15 1.800

Table 3.5: Inactive and active timeouts (in seconds).

The default cache size is 64K flow cache entries, with each cache entry 64 bytes
long. It is important to notice that, given the existence of the active timeout, long
lived flows (e.g., elephant flows) will be reported by multiple (yet complementary)
flow records. For example, if the active timeout is set to 30 minutes and a flow
lasts 120 minutes, this flow will generate 4 NetFlow records, each one reporting a
duration of approximately 30 minutes. In order to calculate the real duration of this
flow, the 4 NetFlow records have to be combined.

The usage of flow-based techniques considerably reduces de amount of collected
data. Compared with the same example presented in Subsection 3.4.2, approxi-
mately 22 GB of storage space would have been needed to collect flow information
from the UT network during working days in September 2008. This is nearly 1500
times less storage space than collecting the whole packets and nearly 65 times less
than collecting only the packet headers. On the other hand, it is 30 times more than
when using SNMP-based techniques.

The main advantage of flow-based techniques is that they require lower mea-
surement volume than packet-based techniques. On the other hand, the amount
of information is just a summary rather than full information about single pack-
ets. When compared to SNMP-based techniques, flow-based techniques generate
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more measurement data, but provide a greater level of details for network traf-
fic. More importantly, flow-based techniques, such as NetFlow, employ the push
model, which exports flow information automatically without the need to wait for
a request. By using the push model, one can prevent the overloading of resources
(i.e., memory) by simply exporting the information as soon as certain thresholds are
about to be exceeded (e.g., lack of memory space). Finally, a wide-range of routers
and switches on today’s high-speed networks are NetFlow-enabled. That results
in a more cost-effective alternative since no extra hardware/software is needed to
monitor IP flows.

The main disadvantage of using flow-based techniques is the loss of per-packet
information. In situation where there is a need to know information about indi-
vidual packets, then flow-based techniques should not be used. Flow-based tech-
niques can also require high computation and memory requirement for the flow
cache when the traffic volume is considerable high. However, in order to reduce
this overhead, aggregation and sampling techniques can be employed.

3.4.5 Concluding remarks

Based on characteristics of each monitoring technique presented before, we can con-
clude the following. Packet-based techniques provide the finest level of detail on IP
traffic and allows the calculation of its behavior with great accuracy. As a result,
packet-based techniques satisfy our first two requirements. However, packet-based
techniques are rarely employed on high-speed networks due to the cost of coping
with high volume of measurement data. Packet-based techniques fail therefore to
satisfy our third requirement.

On its turn, SNMP-based techniques generate far less measurement data than
packet-based techniques at the cost of a coarser level of detail on IP traffic. Even
with such coarse level of detail, SNMP-based techniques still satisfy our first and
second requirements, since the amount of provided information still allow our self-
management approach to differentiate IP packets, even if the amount of detail is
not as many as with packet-based techniques. However, SNMP-based techniques
use the pull model to provide data information. That means that information about
flows are only sent when a request occurs. Since high-speed networks may generate
a large amount of monitoring data, the pull mode may not scale well due to memory
shortage, leading thus to flow information loss. Due to that SNMP-based techniques
fail to completely satisfy our third requirement.

Finally, flow-based techniques can be considered as an in-between technique in
terms of measurement data and level of detail. Flow-based techniques, on the con-
trary to SNMP-based techniques, use the push model. The push model prevents
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flow information to be lost by exporting it before a memory shortage occurs. In ad-
dition, flow-based techniques, such as NetFlow, are available on today’s routers and
switches, being therefore widely employed in practice. Since flow-based techniques
satisfy all our three requirements, we consider it as the most appropriated technique
for our self-management approach.

Although at a first sight, flow-based techniques solve the scalability problem of
the packet-based techniques, in reality flow-based techniques may also suffer the
effects of larger networks. In continental wide networks, for example, the huge
amount of traffic may generate an amount of flow records prohibitive to be used
in actual scenarios. In this situation, ordinary flow recording is unfeasible; instead,
traffic sampling takes place. Traffic sampling is widely employed in the measure-
ment processes of high-scale networks in order to further decrease the amount of
processed data and therefore reduce the consumption of storage and processing
power. Due to its importance, more details about the use of sampling and its ef-
fects on the measurement of network traffic are presented next.

3.5 The effects of sampling on elephant flows

IN order to reduce storage space and processing power that the inspection of every
single packet may rise, packet sampling is commonly employed on high-speed

networks. As a result of sampling, the collected network traffic is an estimation
rather than the real traffic. Our goal in this section is to observe whether the use of
sampling on elephant flows may inaccurately report our metrics of interest, namely
number of bytes, number of packets, and duration [54]. These metrics are needed
to calculate Bps and Pps throughputs. In order to achieve our goal, we first start
by presenting some sampling methods commonly used as well as related work. We
then introduce our approach to observe the effects of sampling on our metrics of
interest.

3.5.1 Sampling methods & Related work

Sampling methods are categorized between systematic sampling and random sam-
pling [183]. The former selects the beginning of the sampling process and the du-
ration of the selection intervals based on a deterministic function. For example,
routers that inspect every nth packet, perform a systematic count-based sampling of
1 packet out of n (1:n). On the other hand, random sampling selects the beginning
of the sampling process and the duration of the selection intervals according to a
random process. In contrast to systematic sampling, random sampling requires the
generation of random numbers. For example, routers can inspect every nth packet
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out of N. In this case, n would be a random generated number in the range [1, N].
Figure 3.9 depicts one example of how the two sampling categories act.
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Figure 3.9: Example of no packet sampling, systematic packet sampling, and random packet
sampling.

Observations on the effects of sampling in the monitoring of network traffic is
considerably found in the literature [108] [123] [104] [184] [47] . Most of these works
are highly detailed studies of the effects of sampling on some flow metrics, such
as packet distribution. In their greater part, whole flow populations are considered
instead of focusing on specific sets of a population (e.g., elephant flows). We believe
that by focusing on a specific set, more insightful results can be achieve on the ob-
served set. To the best of our knowledge, few it is known from the literature about
the effects of sampling on the specific set of elephant flows while observing the flow
metrics: number of bytes, number of packets, and duration.

Moreover, most of these works miss one important dimension of analysis. In
their majority, they present isolated studies, in which simulation tools or controlled
test beds are used to reproduce a network being measured using packet sampling.
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We believe that these methods, even if suitable for their analysis, may not consider
unexpected external factors that may occur in real networks, such as background
traffic. Observed metrics can behave differently when competing with other traffic
[159]. Even if considered, background traffic may not be 100% modeled when using
simulation tools or controlled test beds.

We believe that background traffic can play an important role by significantly in-
fluencing the way packets are sampled, and therefore distorting the collected infor-
mation about our considered flow metrics. Based on that, we believe that analyzing
the effects of sampling using data collected from real networks would provide more
realistic and relevant conclusions. Within this context, the specific research question
that motivates our investigation is: Can information on elephant flows, obtained from
real networks, be considered accurate when sampling is used? Answering this question
is relevant because it can better help to understand the effects of sampling on our
metrics of interest as well as warn us of any misleading information sampling can
result to our autonomic decision process.

3.5.2 Our analysis approach

In order to answer our research question, we have collected and analyzed flows
from three different real networks that employ different systematic sampling ratios:
the UT network, where no sampling is in fact employed (1:1); SURFnet (SN), where
a sampling ratio of 1 out of 100 packets is used (1:100); and finally on GÉANT (G),
which employs a sampling ratio of 1 out of 1000 (1:1000).

From all collected flows, only those that transited in the three considered net-
works, and had therefore the chance of being sampled in these networks, were con-
sidered for our analysis. Another filter was used over the considered data in order
to select only elephant flows. Figure 3.10 depicts our approach.

1:1
Elephant
flows
source

Elephant
flows

destination
1:100 1:1000

UT SN G

Figure 3.10: Our approach to observe the effects of sampling on our metrics of interest.

In order to collect NetFlow data from the considered networks, NetFlow-enabled
routers in the UT, SURFnet, and GÉANT networks have been configured to export
NetFlow records to flow collectors hosted in the UT network. When we collected
NetFlow traces from these networks, UT and GÉANT routers used NetFlow version
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5 whereas SURFnet routers used NetFlow version 9. Traces from the three networks
have been collected over a period of two days (August 1, 2007 - August 2, 2007).

3.5.3 Combining flow records

Since NetFlow reports flow metrics in parts (Subsection 3.4.4), one needs to com-
bine the NetFlow records in order to compute the original flow duration, number
of packets, and number of bytes. In order to combine NetFlow records, there is a
need to determine the gap that separates two consecutive NetFlow records of the
same flow. Two consecutive flow records are grouped into the same flow if the gap
between the end of the previous NetFlow record and the start of the next NetFlow
record is smaller or equal to gap timeout. Otherwise the next NetFlow record starts a
new flow (Figure 3.11).

t

NetFlow record A NetFlow record B NetFlow record C
Flow 1

gap timeout

}
gap timeout

}

Flow 2

Figure 3.11: Example of combining NetFlow records into flows.

We have deliberately chosen gap timeout as 30 seconds, which is a common value
for the TCP TIME-WAIT2 state. We then decided that all NetFlow records of the
same flow which gap was smaller or equal to 30 seconds are grouped into the same
flow. All our analyses were made then over the combined flows rather than using
the original NetFlow records. The next subsection shows the results of our analysis
considering elephant flows.

3.5.4 Trace Analysis

This subsection presents the results of our analysis considering the number of bytes,
number of packets, and duration. These metrics are observed by comparing their ex-
pected theoretical values after re-normalization with their obtained values in prac-
tice when sampling is employed. The traces collected from UT were considered as
basis for this comparison. Table 3.6 shows how the expected values for each param-
eter are calculated for each network.

2When a TCP connection is closed, the socket pair associated with the connection is placed
into a state known as TIME-WAIT, which prevents other connections from using the same 5-tuple
(source/destination IP addresses, source/destination TCP ports, and protocol) for a period of time.
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Network # Bytes # Packets Duration

UT B P D

SURFnet B/100 P/100 D

GÉANT B/1000 P/1000 D

Table 3.6: Expected values in theory for the SURFnet and GÉANT networks.

Bytes (B) and packets (P) observed in UT are expected to be reported in SURFnet
and GÉANT as the original B and P divided by the sampling ratio employed, i.e.,
100 and 1000, respectively. In the case of duration (D), regardless the number of
octets and packets seen in SURFnet and GÉANT, the same duration D is expected
in both networks because the sampling ratio should not affect it. For each metric,
an average deviation is computed by calculating how distant the obtained values in
practice deviate from their expected value in theory.

Number of bytes

The first metric considered in our analysis is the number of bytes. We compare this
metric by its number expected in theory with the number obtained in practice.
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Figure 3.12: Byte distribution in theory and in practice per organizational network.
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Figure 3.12 shows the expected value in theory for SURFnet and GÉANT bytes
and the values that have been obtained in practice. The x-axis shows the elephant
flows ordered by their number of bytes in descending order, being therefore ele-
phant flows with bigger sizes leftmost and smaller ones rightmost. The y-axis rep-
resents their number of bytes in logarithmic scale.

As observed in Figure 3.12, the bigger the elephant flows are, the closer their
obtained values in practice are to their expected values in theory. In contrast, as the
size of elephant flows decreases, more imprecise are their reported values. Generally
speaking, the number of bytes of elephant flows measured via flow sampling is close
to their expected theoretical value. The reason is that elephant flows generate a large
amount of packets, which increases the chances of their packets to be sampled and,
as a result, increases the chances of flow bytes being accurately reported.
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Figure 3.13: Deviation percentage of
SURFnet elephant flows when compared
with its theoretical value.
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Figure 3.14: Deviation percentage of GÉANT
elephant flows when compared with its theo-
retical value.

Figures 3.13 and 3.14 show the deviation percentage of the SURFnet and GÉANT
flows when compared to their theoretical value. The average deviation found in
our analysis was -0.55% in SURFnet and -5.47% in GÉANT. The average deviation
observed in the GÉANT flows is 10 times bigger than the SURFnet one. We assume
that the reason for the that is due to the sampling ratio used in these two networks:
GÉANT has a sampling ratio 10 times bigger than SURFnet.

Number of packets

The number of packets were also compared by observing their expected number in
theory with the number obtained in practice.
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Figure 3.15: Packet distribution in theory and in practice per organizational network.

Figure 3.15 shows the number of packets measured at the UT network, the ex-
pected values in theory for SURFnet and GÉANT packets, and their values obtained
in practice. The x-axis shows the flows ordered by the number of packets in descend-
ing order, being therefore the flows with the bigger amount of packets leftmost and
the smaller ones rightmost. The y-axis (logarithmic scale) shows the number of
packets. Moreover, Figure 3.15 shows that the bigger the amount of packets of ele-
phant flows are, the closer the obtained values for the elephant flows packets are to
their expected value in theory (as also observed in the previous metric). The reason
for this similarity follows the same previous explanation: the larger the amount of
packets generated, the higher the chances are that these packets are sampled.

Figures 3.16 and 3.17 show the deviation percentage of the SURFnet and GÉANT
flows when comparing with their expected value in theory. The average deviation
found in our analysis is -0.62% in SURFnet, while in GÉANT it is -6.20%. The same
assumption previously stated when explaining the average deviation for the num-
ber of bytes also applies here.

Partial conclusion is that both metrics present a certain deviation from the reality,
but their deviation is relatively small in terms of percentage. SURFnet, which has
a sampling ratio smaller than GÉANT is more precise, whereas GÉANT presents
more deviation from the expected value.
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Figure 3.16: Deviation percentage of
SURFnet elephant flows when compared
with its theoretical value.

0 200 400 600 800 1000 1200 1400

Elephant flows sorted by their number of packets in descending order

-100%

0%

100%

200%

300%

400%

500%

D
ev

ia
tio

n 
(%

)

GÉANT deviation

Figure 3.17: Deviation percentage of GÉANT
elephant flows when compared with its theo-
retical value.

Flow duration

We present here the duration of the elephant flows as observed in the three consid-
ered networks. The flow duration is shown as total duration, which is calculated
from the timestamp of the last seen packet belonging to the flow minus the times-
tamp of the first packet seen.
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Figure 3.18: Flow duration distribution ob-
served at the SURFnet network.
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Figure 3.19: Flow duration distribution ob-
served at the GÉANT network.

Figures 3.18 and 3.19 show the obtained duration (in seconds) for SURFnet and
GÉANT networks, respectively. In theory, they should have the same duration as
UT, which, however, is not the case in practice. The x-axis shows the flows ordered
by their duration in descending order, being therefore the flows with the longer
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duration leftmost and the shorter ones rightmost. The y-axis (logarithmic scale)
shows the duration of every single elephant flow.

SURFnet reports, on average, -15.15% of difference to the UT duration, whereas
in GÉANT the difference is on average -31.15%. These percentages are computed by
averaging the deviation percentage of the reported flow durations in the SURFnet
and GÉANT networks when compared with their real duration (i.e., the flow dura-
tion reported by UT). The conclusion is that the larger the sampling ratio, the larger
the number of misreported flows (in terms of duration) will be. Moreover, we can
also conclude that flow duration is more sensitive to missing packets than the pack-
ets and octets metrics. We believe that this sensitivity may occur when a flow does
not keep a constant and high packet rate. Oscillations in the flow rate may decrease
therefore the chances of packets being sampled (Figure 3.20) and, as a result, the
flow duration is reported in short and small parts rather than in continuos ones.
This situation gets worse when high sampling ratios (e.g., 1:1000) are employed, as
observed in Figure 3.19.
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Figure 3.20: Example of an inconstant flow rate vs. a high sampling ratio.

Partial conclusion concerning flow duration is that it brings some risk for our
self-management approach. The reason for this concern comes from the fact that
if the flow duration is inaccurate, so are the calculations of flow Bps (number of
bytes/duration) and flow Pps (number of packets/duration). Alternatives shall
therefore be considered in order to overcome this inaccuracy.
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Flows with duration equal to zero

Our study also generated some interesting side effects, such as the observation that
there was a large amount of flows reported with duration equal to zero in the three
considered networks (Figure 3.21).
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Figure 3.21: Percentage of total flows reported with duration equal to zero.

UT does not use sampling and it had 56% of the flows reported with duration
equal to zero. Meanwhile, SURFnet (sampling ratio 1:100) and GÉANT (sampling
ratio 1:1000) had 76% and 79% of the flows reported with duration equal to zero,
respectively. The two main reasons we see for this observation are:

• The existence of applications that regularly send control messages: we have found
that there is a group of applications that make NetFlow to generate flows with
a single packet (i.e., flows with duration zero). We have seen applications such
as the well-known Domain Name System (DNS) and Network Time Protocol
(NTP), but newer ones like Gnutella. These applications regularly send control
messages either for synchronization (e.g., NTP) or for cache updates (e.g., DNS
TTL caching). If this interval is bigger than the NetFlow inactive timeout, this
will result in thousands of flows with duration equal to zero.

• The usage of sampling: sampling increases the probability of not inspecting a
packet belonging to an existing flow in cache. As a result of that, the number of
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flows with a single packet is larger in those networks where higher sampling
ratios are used.

3.5.5 Concluding remarks

The research question raised in this section was Can information on elephant flows,
obtained from real networks, be considered accurate when sampling is used? Our conclu-
sion is that the observed metrics number of bytes and packets are reliably reported
when sampling is used, but flow duration is considerably affected. Our analyses
show that, on average, the number of bytes and packets were respectively reported
as -0.55% and -0.62% less than their real value when a sampling factor of 1:100
(SURFnet) is used. Similarly, when a sampling factor of 1:1000 (GÉANT) is used,
the average bytes and packets deviation from the real value was -5.47% and -6.20%,
respectively. This leads us to conclude that the bigger the sampling ratio is, the less
precise the number of bytes and packets will be reported.

Not only bytes and packets were affected, but also flow duration. Actually, flow
duration showed in our analysis to be very sensitive to sampling. Several analyzed
samples showed us a reported duration smaller than in reality. This imprecision in
reporting the expected duration increases when the sampling ratio increases. Our
analyses showed that on average the flow duration had a deviation of -15.15% and
-31.15% from the expected value (i.e., UT flow duration), when 1:100 and 1:1000
sampling ratios were used. The reason for that comes from the fact that duration
is highly affected when the flow packet rate is not constant and mostly below the
sampling ratio. Since the chances of a packet being sampled decrease in that case, it
increases the probability that packets will not be tallied to count for the flow dura-
tion. However, the opposite of that shows that the bigger the number of packets be-
longing to a flow is, more reliable is its duration, because the bigger are the chances
the packet will be sampled and, therefore, tallied.

In order to avoid the effects of sampling on flow parameters found on our re-
search, Cisco experts informally recommended us the use of a flexible sampling
approach through the usage of Flexible NetFlow [32]. Flexible NetFlow has the key
ability to focus and monitor specific network behavior. Instead of performing 1 out
of n sampling with the same n for all traffic, Cisco Flexible Netflow enables a net-
work operator to define flow priorities on the router. This results in the segregation
of traffic into classes and specification of different sampling ratios across classes.
For instance, NetFlow-based routers running Flexible NetFlow can be instructed to
focus on providing full information (i.e., no sampling employed) about elephant
flows while sampling the other smaller flows. The information provided about the
elephant flows would therefore not suffer the effects of sampling, as just presented
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in this section. Since Flexible NetFlow can provide more reliable results about flows,
it is therefore the most suitable technique to be employed in our self-management
approach.

3.6 Summary

THIS chapter presented techniques for the monitoring of computer networks
that are relevant for our self-management approach. It also presented and dis-

cussed network parameters that are potentially suitable for our autonomic decision
process when deciding the destiny of IP flows.

We started by presenting a study about potential network parameters to be con-
sidered by our autonomic decision process. As presented in Section 3.1, two main
groups can be pointed out: 1) parameters to identify flows, which we called flow
identifier parameters; and 2) parameters to characterize the behavior of flows, called
flow behavior parameters.

As presented in Section 3.2, flows can be identified by different flow definitions.
The definition of flows can go from highly granular definitions to slightly granular
definitions. The level of restrictiveness to group packets into flows follows the same
pattern, i.e., highly granular definitions for a flow are more restrictive to group pack-
ets into flows, whereas slightly granular definitions group more packets into flows.
As a consequence of this level of restrictiveness, flows identified with high level
of granularity tend to be smaller in size than flows identified with lower levels of
granularity. It is worth mentioning although that highly granular flow definitions
mix different kinds of traffic, presenting therefore a considerable variance in flow
size. On the other hand, highly granular definitions are more restrictive, resulting
in similar kinds of traffic with smaller variance in flow size.

Following the analysis of network parameters, Section 3.3 discussed what be-
havior parameters are more relevant to predict flow volume. Through our statistical
analysis, the parameters Bps, duration, and optionally Pps have more influence in
the prediction of flow volume. These metrics have more impact on the flow volume
than others, being therefore highly relevant for our autonomic decision process to
take decisions on moving flows between network levels.

With regard to monitoring techniques, Section 3.4 presented three network mon-
itoring techniques: packet-based (Subsection 3.4.2), SNMP-based (Subsection 3.4.3),
and flow-based (Subsection 3.4.4). Packet-based techniques present the finest level
of detail about network traffic, but it is the one that demands more processing and
storage space. On the other hand, SNMP-based techniques present a low volume of
measurement data, but with the coarsest level of detail. As an in-between technique,
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flow based-techniques generates a medium amount of measurement data while pre-
senting a considerable amount of network traffic details.

Since our self-management approach focuses on high-speed optical networks,
the volume of data is considerable high in those networks, being packet-based tech-
niques an unfeasible choice to be used in our approach. SNMP-based techniques
employ the pull model, which send information about flows only when a request
occurs. This model scales well as long as the amount of measurement data is not
high. When that occurs, memory shortage can make SNMP agents to discard flow
information, being therefore not completely satisfactory to be used on high-speed
networks. Finally, flow-based techniques, employ the push model, which exports
flow information automatically without the need to wait for a request. This model
avoids memory shortage by exporting flow information rather than discarding it.

Our self-management approach considers therefore the use of flow-based tech-
niques, in which we gave more special attention to the usage of sampling. The use
of sampling considerable reduces the amount of processed and collected network
data. As presented in Section 3.5, its use results in some side effects on network
parameters such as distorted number of bytes, packets, and the total duration of a
flow. The latter is the one that suffers the effects of sampling the most. One alter-
native to overcome these undesirable effects is the use of Flexible NetFlow, which
does not perform sampling on some specified group of flows (e.g., elephant flows).
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Chapter 4

Making autonomic decisions

In Chapter 3 we presented monitoring techniques to obtain network informa-
tion from a managed network. Also presented was the set of metrics that has
most impact on predicting the volume of flows, being therefore relevant for our
autonomic decision process. In this chapter, we focus on how autonomic deci-
sions can be taken to move large flows to/from the optical level. For that, we
first define the main objective of our decision process. Then, we perform a lit-
erature study in order to check whether there is any suitable approach that can
contribute to reach such objective. Due to the lack of any, we propose a new one,
which is explained in detail and validated at the end of this chapter.
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The organization of the present chapter is as follows:

• Section 4.1 presents what the main objective of our autonomic decision
process is.

• Section 4.2 discusses the main characteristics and algorithms used in caching
theory. The reason for this discussion is the fact that our decision process
has some similarity to general caching strategies.
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• Section 4.3 introduces our autonomic decision policy to automatically move
flows between the optical and IP levels as well as the algorithm used in our
autonomic decision process.

• Section 4.4 presents some assumptions behind our decision policy.

• Section 4.5 presents our validation to the proposed decision policy. This
section shows how much the aimed objective has been reached when auto-
nomically moving flows to the optical level.

• Section 4.6 shows an evaluation of which grooming (multiplexing) strat-
egy is the most appropriate to offload more data from the IP level over
lightpaths at the optical level.

• Section 4.7 finalizes this chapter by presenting some concluding remarks.

4.1 Autonomic decision objective

ADVANCES in data transmission in hybrid networks have enabled data for-
warding decisions to be taken at multiple levels in the protocol stack (e.g., at

network and optical levels). With this new network feature, elephant flows can be
moved from the network level and switched completely at the optical level over
lightpaths. Moving elephant flows from the IP level to the optical level presents
the following advantages: (a) elephant flows over lightpaths experience faster and
more reliable transmissions with optical switching than with traditional IP routing;
(b) remaining smaller flows at the IP level also experience better services because
the network layer is less congested after offloading elephant flows. Last, (c) it is
cheaper to send traffic at the optical level than at the IP level [38].

In order to achieve the aforementioned advantages, a proper strategy for flow
placement in the IP and optical levels have to be adopted. Several alternatives can
be employed. One could suggest to offload only flows belonging to specialized ap-
plications, in which decisions to offload flows would be taken given certain port
numbers. Even though this may partially work, it could happen that there is a non-
specialized application generating more traffic than a specialized one, but the for-
mer would not be moved because it is not considered specialized (because it does
not use a separate port number). Another alternative would be to prioritize flows
based on the value of their Type of Service (ToS) field. This alternative is commonly
used in networks that employ Differentiated Services (DiffServ) [170] to regulate
quality of service levels. In such networks, some flows are chosen over others de-
pending on the value set on their ToS field. This alternative seems, however, to be
not considered in practice very much. Studies [91] [60] show that approximately
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90% of the IP traffic crossing the Internet do not have the ToS field set, which indi-
cates its lack of usability in practice. One could also suggest to prioritize only flows
with TCP as the transport protocol, since TCP is the major transport protocol in use
in most IP networks, representing approximately 90% of all traffic across the public
Internet currently [49] [87]. This alternative has the highest chance of selecting a
large flow when prioritizing only TCP over other transport protocols, but has the
same shortcoming of prioritizing specialized applications. If there is a larger flow
using another transport protocol (e.g., UDP), this flow will not be selected due to the
protocol restriction.

Our alternative, on the other hand, aims at prioritizing flows by merit (behav-
ior) rather than by characteristics (i.e., port numbers, ToS, and so on). As stated in
Subsection 3.3.2, we focus on elephant flows due to their behavior (few in amount,
but most of the traffic). Their merit is measured based on the amount of traffic they
are expected to generate. We only know although how large an elephant flow really
was, once it ends its activity. However, decisions about moving elephant flows to
the optical level are made while they are still in progress. A decision cannot be taken
too soon because there is a high probability that a flow is going to last short (Subsec-
tion 3.3.2). In contrast, a decision cannot be postponed too long either because the
elephant flow will be consuming resources at the IP level while the decision is being
taken. Moreover, there is a slight chance that the elephant flow may end when the
decision is finally made. Our alternative should thus also consider the chances of
an elephant flow continue its activity (i.e., its survival probability) while taking de-
cisions. Within this context, our autonomic decision process has as main objective:

“to autonomically move the biggest elephant flows with high survival probability
from the IP level to the optical level.”

This objective is the essence of our autonomic decision process when deciding
which flows should be moved to/from the optical level. The main decisions taken
by our autonomic decision process are whether a flow should 1) be moved from
the IP level to the optical level (the act of promoting it), or 2) be moved back to
the IP level (the act of demoting it). When a flow is promoted, the optical level is
consulted to check whether there are resources (i.e., lightpaths). If so, the flow is
moved. If there are no resources available, the decision process must decide which
flows at the optical level should be demoted (i.e., moved back to the IP level). Some
similarity with the acts of promoting and demoting large flows is found in caching
theory, in which a process must decide which cache entry should be removed from
a cache upon inserting a new one. This similarity is addressed in the next section.
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4.2 Similarities with cache management

THE main objective of cache management is to decrease the latency in the access
of certain information [66]. For example, a Web page has certain latency to

be accessed from a Web server on the Internet. Without caching, any new access
to the same Web page will basically have the same latency. However, if caching
is employed, the Web page is locally stored and its subsequent accesses are faster.
Caching is currently applied in several areas, such as memory caching [64] [141],
Web caching [162] [122], and disk caching [148]. Our autonomic decision process
can be related to cache management theory: the optical level could be considered
the cache while flows could be considered as the cache entries.

Cache management is performed by caching algorithms. Caching algorithms
strive to leave in cache information that will be more likely used in the near future
(i.e., that will more likely have a cache hit). In acting so, the most efficient caching
algorithm would be the one that always select the information that will be needed
for the shortest time in the future (i.e., the algorithm has a high hit rate). To reach
the best hit rate as possible, caching algorithms use different strategies. Some of the
most known algorithms and their respective strategies will be presented below:

Belady’s algorithm: states that certain information should be replaced if this infor-
mation will take place farthest in the future. For example, if a certain cache is
full and there is information that will not be needed for the next 10 seconds,
but there is information that is required within the next second, the former will
be swapped over the latter. Even if this algorithm perfectly works in theory, it
cannot be used in practice since it is generally impossible to predict how far in
the future information will be needed. Belady’s algorithm [14] is thus used to
evaluate caching algorithms strategies since it provides the theoretical optimal
result [167].

Other caching algorithms try to overcome this lack of information about the fu-
ture based on present (or recent past) information. One of the most well-known
algorithms is First In First Out (FIFO). FIFO is a simple caching algorithm, which
demands the least complexity to be implemented. It is based on the time an item
has spent in cache. The first item to be added to the cache will also be the first item
to be removed. Since this algorithm does not employ any further strategy to keep
likely future items in cache, it is barely used, being mostly considered for historical
reasons only.

More refined caching algorithms have been developed by taking into account
some specialized strategies when deciding for replacing items in cache. These strate-
gies can be classified as frequency-based, recency-based, and size-based strategies
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[27] [68]. Some examples of caching algorithms that comply with these strategies
are described as follows:

Least Recently Used (LRU): LRU discards the cache item that has not been used
for the longest time, which characterizes LRU as an aging algorithm. The main
problem with this algorithm is its arduous cache management in order to keep
the items organized. Every time a cache item is used, the age of all other cache
items changes. When an item in the cache is accessed, it will be moved from
its place to the end of a list. When a new item in cache is accessed, it will be
put in the end of the list and the oldest item is taken out of the cache.

Most Recently Used (MRU): The MRU algorithm has been developed by Shaul et
al. [37]. MRU discards, in contrast to LRU, the most recently used items first.
MRU algorithms are mostly useful in situations where the older an item is, the
more likely it is to be accessed.

Largest File First (LFF): this algorithm removes first the largest file in cache. This
algorithm has been developed by Williams et al. [1] and it is applied in Web
proxy caches.

The afore presented algorithms follow, each one, exclusively one strategy, but
hybrid caching algorithms also exist, in which caching strategies are combined.

Segmented LRU (SLRU): This algorithm has been developed by Karedla et al. [83]
to improve disk caching performance through the use of recency-based and
frequency-based strategies. The cache is divided in protected and probation-
ary segments. When a hit occurs in a probationary segment, the hit cache item
is moved to the protected segment. If the latter does not have enough space,
then the least valuable object is moved out, and inserted as the most valu-
able object into the probationary segment. If there is not enough space in the
probationary segment, then the least valuable object is removed from it.

Greedy Dual-Size (GDS): This algorithm has been developed by Cao and Irani [21].
GDS assigns to each cache entry a value of benefit. Cache entries are removed
from the cache in the order of the smallest value of benefit to the biggest one.
When an entry is removed, its value is subtracted from all other entries val-
ues in the cache. On the other hand, if an entry is hit, its value of benefit is
increased to its original value.

Each one of these cache algorithms is more suitable for a specific situation. For
example, for random access patterns and repeated scans over large data sets, MRU
algorithm performs better than LRU due to its tendency to retain older data. In spite
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of that, a common characteristic of the investigated caching algorithms is that they
focus on reducing latency to obtain certain information. For that, all the investigated
caching algorithms aim at increasing hit rate.

It is well-known that some properties of computer systems and networks present
certain frequency distribution, in which a particular set of objects (e.g., network
flows) tends to occur more frequently than another set. As a matter of example
of a frequency distribution, Figure 4.1 shows the flow size distribution measured at
the UT network over the day Sep 18, 2008. It is seen that small flows occur more
frequently than big flows.
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Figure 4.1: Flow size distribution at the UT network.

Caching algorithms use this frequency distribution property in order to improve
hit rate. Caching algorithms focus on small entries rather than on big ones. Small
entries occur more often than big ones, which increases the hit rate. Another reason
for caching algorithms to choose small entries over big ones is that large entries take
more space in cache, leaving out several other smaller entries. By leaving out smaller
entries, the hit rate decreases, which results in an unsatisfactory cache management.

On the contrary, our autonomic decision process focuses on selecting big flows
(large entries) over smaller flows to offloaded them to the optical level. Big flows
are few in number, but represent most of the network traffic. Focusing therefore on
big flows is more suitable for our decision process in order to satisfy our autonomic
decision objective. As a result of this difference in focus, none of the aforementioned
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caching algorithms are applicable for our autonomic decision process. Caching al-
gorithms focus on small entries (the most often), whereas our autonomic decision
process focuses on big ones (the least often). In face of that, the developing of a
new algorithm is needed in our approach, which it will be shown in the next section.

4.3 The autonomic decision process

THIS section will present details concerning the decision of moving flows to/from
the optical level. We first introduce the modules involved in the autonomic de-

cision process, followed by our method to weigh flows. Next, our decision policy
is introduced, and, finally, the section ends with the presentation of our decision
algorithm.

4.3.1 The autonomic decision process modules

Our autonomic decision process is composed by three modules as seen in Figure 4.2.

Traffic
characterizer

Flow
records

Flow cache

Decision
maker

Decision
actions

Autonomic decision process

Figure 4.2: The autonomic decision process modules.

The traffic characterizer module is in charge of receiving flow information through
flow records and characterizing it. The characterization process consists of main-
taining a cache, called flow cache, with information and statistics on flows. This
cache is then used by the decision maker module that, based on a decision policy
(Subsection 4.3.3), decides the destiny of a flow. That is, it decides whether a flow is
promoted to the optical level or demoted back to the optical level.

The flow cache contains the following information: flow identification (ID), flow
duration thus far (D), current flow throughput (Λ), flow survival probability (SP),
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Figure 4.3: The flow information cache.

flow weight (W), and a flag field informing whether a flow is at the optical level or
not (Fλ). Figure 4.3 shows how the flow cache looks like.

Flow entries are kept in cache in descend order by their weight. A flow entry is
removed from the cache if one of the following conditions happens:

1. The cache is full: In such a situation, the flow with the lowest weight is re-
moved first.

2. A flow ends its activity: This is characterized by the TCP flags (FIN or RST)
indicating the flow termination.

3. A flow is inactive: It characterizes as a gap between two consecutive flow
records (Subsection 3.5.3).

Since most of large flows have a constant throughput (Subsection 4.4.1), we ex-
pect that these flows do not present any gap or, if so, a short one due to the exporting
process of flow records (e.g., NetFlow cache management). In order to see how short
the gap of large flows is expected to be, we observed 10.000 large flows over an en-
tire day at the UT network. The flow gap statistics presented by these flows are
described in Table 4.1.

Table 4.1 shows that the observed flows had a considerable mean gap of 17 sec-
onds. It is seen that there was a considerable gap range between 0 and 14.061 sec-
onds, which implies a substantial variance. However, most of the analyzed flows
(75%) had a gap smaller than 4,44 seconds. In order to overcome the misleading
mean gap (due to the huge variance found), we believe the median value of 0,25
seconds is a more realistic value for a flow gap.
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Flows 10.000
Mean 17 sec

Median 0,25 sec
Minimum 0 sec
Maximum 14.061 sec

Percentiles (25%) 0,05 sec
Percentiles (50%) 0,25 sec
Percentiles (75%) 4,44 sec

Table 4.1: Flow gap statistics (Sep 18, 2008)

4.3.2 About weighting flows

Discussions about flow identification parameters and flow behavior parameters were
already presented in Sections 3.2 and 3.3, respectively. On its turn, discussions on
flow survivability were presented in Subsection 3.3.2. In this subsection, we give
more attention on how the weight of flows is calculated.

In order to make the best prediction as possible about moving flows, our auto-
nomic decision process attributes weights to flows based on their current through-
put and their survival probability. The weight of a flow (Wf ) is represented as the
following mathematical representation:

Wf = Λf × P (Df ≥ ∆t+ t | Df ≥ t) (4.1)

where ∆t is the active flow timeout used in the monitoring process; Df is the dura-
tion of a flow thus far, being defined by the point in time a flow started (or restarted
in the case of flow inactivity) until the moment the flow is evaluated; Λf is the cur-
rent flow throughput, being determined by the ratio between the flow volume and
its duration as reported in the latest flow record. Finally, P (Df ≥ ∆t + t | Df ≥ t),
is the survival probability (SP) of the evaluated flow. It is based on the flow dura-
tion distribution and it is calculated by means of conditional probability (Subsection
3.3.2). It is worth saying that the conditional probability is constantly updated in or-
der to reflect traffic changes. In addition, flow entries in flow cache are weighted
every time our autonomic decision process is fed with network information (flow
records).

As a matter of example, let us imagine that flow A has an elapsed duration of
180 seconds and the latest flow record of this flow reported a number of bits of
71.000.000 and a duration of 45 seconds. In addition, ∆t = 60 sec. The weight of
this flow is calculated as follows:

Wflow A = Λflow A × P (Dflow A ≥ ∆t+ t | Dflow A ≥ t)
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Wflow A = 71.000.000/45× P (Dflow A ≥ 60 + 180 | Dflow A ≥ 180)
Wflow A = 1.5 Mbps× P (Dflow A ≥ 240 | Dflow A ≥ 180)

Wflow A = 1.5 Mbps× 0.83 = 1.24

The weight of a flow considers some assumptions, which the proof of correctness
will be shown later in this chapter (Section 4.4). When attributing weights to flows,
we assume that large flows are expected to have a constant throughput over time,
not presenting a considerable variability in the transmission rate. Moreover, we
assume that there is a decreasing flow termination rate over time, assuming thus a
heavy-tailed distribution.

4.3.3 The decision policy

A decision policy is used by our autonomic decision process to decide the destiny of
a flow, i.e., its promotion to the optical level or its demotion back to the IP level. In
a perfect scenario, the decision policy should always keep at the optical level flows
that are more likely to generate most of the traffic in the future (fulfilling there-
fore the objective of our self-management approach). Using caching theory as an
analogy, our decision process aims at keeping at the optical level (cache) the flows
(cache information) with the highest probability of generating a lot of data in the fu-
ture. However, similar to Belady’s algorithm (Section 4.2), no information about the
future is known in advance. The decision policy should, therefore, use information
currently available in order to predict a possible outcome in the future. In order to
make the best prediction as possible, our decision policy aims at:

“prioritizing flows with higher weights over flows with smaller weights.”

The reason for that comes from the fact that flows with a high throughput and
a high survival probability (high weight) are expected to generate more traffic than
flows with low throughput or low survivability (small weight). For example, if
there are two flows with the same throughput and one of them has a higher chance
of continuing (i.e., a high survival probability), this flow would be chosen over the
one with smallest survival probability.

4.3.4 Our autonomic decision algorithm

Given the decision policy and our method to weigh flows, we show now how the
decision maker module decides the destiny of a flow. As previously mentioned, the
decision maker takes decisions every time flow cache is updated, that is, every time the
traffic characterizer module receives flow information and updates flow cache.
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When an update occurs, the decision maker performs different actions given the
availability of lightpaths at the optical level. If the number of free lightpaths (fλ)
is bigger than zero, then the decision maker module promotes the fλ flows at the IP
level with the highest weight and change their flags (Fλ) into ”Yes”, informing thus
that from now on, the IP flows are at the optical level.

Then, when there is no more free lightpaths at the optical level, the decision
maker module seeks for the flow with the lowest weight at the optical level. It then
compares this flow with the flow at the IP level with the highest weight. If the flow
at the optical level has a weight that is equal or higher than the one at the IP level,
then the decision maker does nothing. If the weight is smaller, then the decision maker
demotes the flow at the optical level back to the IP level and change its flag to ”No”.
Following that, it promotes the flow at the IP level to the optical level and change
its flag to ”Yes”. It continues performing the actions of promoting and demoting
flows until there are no flows at the IP level with a higher weight than the flow with
the lowest weight at the optical level. The behavior of our decision maker module is
depicted in Algorithm 1.

Algorithm 1 The autonomic decision process algorithm

Require: fλ = Total number of free lightpaths
1: if flow cache is updated then
2: if fλ > 0 then
3: repeat
4: Promote(IDHighest weight)
5: until fλ = 0
6: end if
7: if fλ = 0 then
8: repeat
9: (IDMax,WMax)← seek max(WIP ) (Highest flow at the IP level)

10: (IDMin,WMin)← seek min(Wλ) (Lowest flow at the optical level)
11: if WMax > WMin then
12: Demote(IDMin)
13: Promote(IDMax)
14: end if
15: until WMax > WMin

16: end if
17: end if

Once network information is fed and cache is updated (step 1), our algorithm
observes the number of lightpaths available at the optical level. If there are available
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lightpaths at the optical level (step 2), the flows at the IP level with the highest
weight are moved (promoted) from the IP level to the optical level (step 4) until
there is no more lightpaths available (step 5). If there are no available lightpaths at
the optical level, the algorithm selects the remaining highest weighted flows at the
IP level (step 9) and also the lowest weighted flows at the optical level (step 10).
If there are flows at the IP level with bigger weight than flows at the optical level,
our algorithm will demote the lowest ranked flow at the optical level (step 12) and
promote the highest ranked flow at the IP level (step 13). The algorithm stops when
there are no flows at the IP level which weight is bigger than any flow transmitted
at the optical level (step 15). Two examples will be given for the sake of a better
understanding about our algorithm.

Example 1

In this first example, let us imagine that there is only one lightpath available at
the optical level (fλ = 1) and there are three flows at the IP level competing for
it: flow A, B, and C. Flow A has an elapsed duration of 540 seconds with a current
throughput of 1 Mbps. Flow B has an elapsed duration of 240 seconds with a current
throughput of 10 Mbps. Finally, flow C has an elapsed duration of 60 seconds with
a current throughput of 100 Mbps. Let us also assume that the active timeout is
60 seconds (∆t = 60 sec). In this case, the survival probability is calculated by
taking into account the probability these 3 flows will continue running for at least
another minute. According to our conditional probability studies (Table 3.2), flow
C would have a survival probability of running one more minute of 67%, followed
by 86% of flow B, and 92% of flow A. One could naturally chooses the safest option,
flow A, since it has more chance of continuing until the next evaluation. However,
flow A has the smallest throughput if compared with other concurrent flows. Our
algorithm would therefore attribute their weight as follows:

Wflow A = 1 Mbps× 0.92 = 0.92
Wflow B = 10 Mbps× 0.86 = 8.6
Wflow C = 100 Mbps× 0.67 = 67

Based on our decision policy, our algorithm picks then flow C, since it has the
highest weight. Even though the risk of flow C ending is bigger than A and B, its
throughput is considerable high, being therefore worth of taking the risk.

Example 2

As another example, there are no free lightpaths available (fλ = 0) at the optical
level, but there is a flow at the IP level (flow B) with an elapsed duration of 60 sec-
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onds and a throughput of 100 Mbps. At the optical level, flow A has the lowest
current throughput of 10 Mbps, but with an elapsed duration of 480 seconds. The
question that one may arise is “Should flow B be promoted to the optical level or not?”
Based on our conditional probability studies, a flow with a duration of 60 seconds
has 67% of chance of continuing for one more minute. Whereas a flow with mini-
mum duration of 480 seconds has 92% of chance of surviving. Flow A seems to be
the safest choice since it has more chances of continuing sending data than flow B.
But flow B carries much more data than flow A at that moment. So, the algorithm
calculates their weights:

Wflow A = 10 Mbps× 0.92 = 9.2
Wflow B = 100 Mbps× 0.67 = 67

Flow B has a higher weight than flow A. Even though the risk of flow B ending
is bigger than A, its expected volume is worth of taking the risk. Flow A would be
demoted back to the IP level and flow B would be promoted to the optical level.

This section presented an overview of our algorithm and its policy to classify flows.
However, more complex studies were carried out by us in order to come up with
the ideas presented in this section. These more detailed studies are discussed in the
next section.

4.4 Assumptions made

IN order to properly weigh flows, our decision policy makes some assumptions.
These assumptions form the basis for our decision policy to take the best decision

as possible to promote or demote a flow. The assumptions are stated as follows:

Assumption 1: the throughput of large flows is relatively constant during its lifetime.

Assumption 2: the longer the flow has lived, the higher its survival probability is.

Assumption 3: the shorter the active timeout is, the more accurate the flow survivability
prediction is.

The next subsections discuss the validity of each of these assumptions.

4.4.1 Assumption 1: constant throughput

This assumption has been investigated by Van de Meent [154] and Sadre et al. [131].
Van de Meent randomly observed some large flows from a trace and concluded
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that even though flows present different flow rates when compared to one another,
individually flow rates remain relatively constant.
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Figure 4.4: Flow throughput over its lifetime.

Figure 4.4(a) shows the selection of the four largest flows out of approximately
60.000 flows. The slopes of the lines indicate the rate of the flows, which present
a relatively constant rate (given the fairly straight lines). On its turn, Sadre et al.
observed 2.751 large flows, which accounted for 39.1% (0.83 TB) of the overall UT
traffic over the period of one day. He concluded that most of the observed flows
presented a constant throughput during their lifetime, even though some of them
present some variability (Figure 4.4(b)).

These studies allow us to assume therefore that the flow throughput is ex-
pected not to vary too much until the next flow evaluation is performed, i.e., until
the next arrival of network information into our autonomic decision process.

4.4.2 Assumption 2: survival probability

In order to prove assumption number 2, we observed the duration of flows over a
whole day in the UT network. Figure 4.5 shows our analysis about the termination
of flows, i.e., when flows end their activity. Even though we observe the duration
of flows during a whole day (86.400 seconds), we delimited Figures 4.5(a), 4.5(b),
and 4.5(c) to 110 seconds only, because there is no significant variability in the flow
duration above that time. Figure 4.5(a) shows the flow failure distribution per flow
duration t (f(t)). It shows that most of the flows (around 75%) end up their activity
at their very beginning, i.e., at the time zero (t = 0). That means that a flow has the
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highest tendency to end when it has just started. Figure 4.5(b) represents the cumu-
lative probability of flow failure (F (t)). The figure shows that after approximately
60 seconds of activity, the probability of a flow to end up its activity decreases.
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Figure 4.5: Flow termination analysis.

In order to check if the flows fails at a constant rate (i.e., there is an exponential
decay), we also calculated the hazard rate:

h(t) =
f(t)

1− F (t)
(4.2)

Figure 4.5(c) shows that the flow failure rate is not constant. The highest peak
rate is at the time zero, when the hazard rate is equal to three (h(0) = 3). After that,
the failure rate stays between 0.01 and 0.3 with some small peaks at irregular times.
The conclusion learned from this analysis is that the longer a flow has already
lived, the higher its survival probability is.
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In another analysis, we checked if there is any distribution model that prop-
erly describes the flow survivability distribution. For that, we compared the flow
duration distribution calculated from the UT network traces with three classical sur-
vivability models: Exponential, Weibull, and Pareto.

Figure 4.6 shows the UT cumulative duration distribution when compared with
the considered model distributions. The x-axis is in logarithmic scale. It is worth
mentioning that the parameters of the considered distributions were estimated by
using Maple [97]. The UT flow duration distribution was used as an input for the
parameters estimation.
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Figure 4.6: Cumulative duration distribution considering Weibull, Exponential, and Pareto
distributions.

None of the considered distributions perfectly matches the UT distribution, but
the flow survivability can be reasonably modeled by the Weibull model distribution
rather than by Pareto and Exponential. That is an interesting finding since Weibull
is a common heavy-tailed distribution [171]. As a result of that, it is safe to assume
that the frequency of flows with long duration does not decrease at a proportional
rate, which would be the case in an exponential distribution. On the contrary, the
failure rate decreases over time, which can be confirmed by the estimated Weibull
shape parameter k = 0.17. A Weibull shape parameter k < 1 means a decrease
in the failure rate [179]. In the specific case of our study, it can be understood that
most of the flows end up early and the failure rate decreases over time as these early
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flows finish their activities. This understanding reinforces our assumption that the
longer the duration of a flow is, the bigger the chances are of this flow to survive.

As an attempt to better fit the UT flow duration distribution, we employed the
Expectation-Maximization (EM)-based fitting technique introduced by Sadre et.al.
[130]. The EM-based fitting technique employs direct fitting of Hyper-Exponential
Distributions (HEDs) to a measured data in an iterative fashion. Compared to clas-
sical heavy-tailed distributions such as Weibull and Pareto that only have two free
parameters to fit the data, the typically used HEDs have more than ten. As a re-
sult of that, HEDs distributions tend to fit a set of measurement values better than
classical heavy-tailed distributions.
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Figure 4.7: Cumulative duration distribution considering a Hyper-exponential distribution
with 5 phases.

Figure 4.7 depicts the use of a HED with 5 phases1 to fit the UT cumulative
duration distribution. This figure shows that a HED with 5 phases better fits our
data when compared with classical distributions (Figure 4.6).

1The number of phases refers to the amount of weighted sums of exponential distributions employed
in the fitting process.
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4.4.3 Assumption 3: accuracy in predicting flow survivability

When predicting the survival probability of flows, we consider the active timeout
used in the monitoring process (∆t). The active timeout defines how long the next
record of a long living flow will take to be sent to our decision maker module. Our de-
cision maker considers ∆t therefore to calculate the survival probability of flows. We
focus this subsection on the influence that different ∆ts values have when making
predictions about flow survivability.

For that, we carried our study through the use of conditional probability (Sub-
section 3.3.2). We observe the probability that a flow will continue running until its
next flow record is received by the decision maker module, given the fact that this
flows has already lasted a certain time. For this observation, we use different ∆t
lengths.

0 100 200 300 400 500 600
Duration t (seconds)

0

0.2

0.4

0.6

0.8

1

P 
(D

 >
= 

t +
 Δ

t |
 D

 >
= 

t)

1s
30s
60s
120s
300s
600s

Conditional probability for flow duration
UT Network - Sep 18, 2008

Δt lengths

Figure 4.8: Conditional probability of the duration of flows.

Figure 4.8 shows the result of our analysis. The x-axis shows the flow duration
at certain time t while the y-axis shows the probability (in percentage scale) of a
flow surviving for at least until the next arrival of a new flow record (∆t+ t), given
the fact that the flow has lasted at least t. Following the conditional probability
representation, it should be read as P (Df ≥ ∆t + t | Df ≥ t). Figure 4.8 shows, for
instance, that there is a probability of approximately 80% of a flow lasting another 60
seconds (∆t length = 60s), giving the fact that this flow has already lasted at least 300
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seconds. On the other hand, the probability that a flow will last for at least another
300 seconds given the fact that it has already lasted 300 seconds is approximately
50%. This allows us to say that the flow survivability prediction gets less precise,
the bigger the active timeout (∆t) is.

The main conclusion is that a short ∆t is better because it provides better accu-
racy on the prediction of the flow survivability. However, a short ∆t does place a
heavy burden to the measurement system due to over-processing and resources con-
sumption. At the other end, a long ∆t should be avoided either because it provides
both inaccurate (e.g., distorted flow throughput) and unreliable (e.g., survival prob-
ability gets imprecise) information about flows. We leave for the network operator
to decide what the best trade-off is for his network.

Having presented the complete reasoning (assumptions) behind our decision
policy as well as details of our autonomic decision algorithm, the next section shows
how we validated our proposal.

4.5 Validation of the decision policy

IN order to validate our autonomic decision process, we perform one simula-
tion with the use of real network data. Network data was collected from the

UT network by using NetFlow. At the time of the collection period, UT NetFlow-
based routers exported information about long lasting flows every 120 seconds (i.e.,
∆t = 120 sec). For our validation, we compare our approach with two other ap-
proaches to manage lightpaths, being summarized as follows:

1. Our approach: takes decisions about moving flows to/from the optical level
based on their current information, but no precise knowledge about their fu-
ture (our weighting method).

2. Theoretical maximum approach: is based on the Belady’s algorithm concept, in
which the best result is theoretically known due to experimentation. By us-
ing this approach, information regarding the past and the future of a flow is
known at the decision making point. This approach allows us to know what
the best theoretical decision would be when moving flows over lightpaths.

3. Today’s approach: is the approach currently used in most networks. A lightpath
is dedicatedly established beforehand and the flows are moved over it after-
wards. In most of the cases, the lightpath is torn down after the flow has long
being gone (or with long gaps in the activity), which leaves the lightpath idle,
whereas it could be used by other flows.
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Figure 4.9: Percentage of offloaded traffic per lightpath by considering the three evaluated
approaches.

We also vary the number of available lightpaths as {1, 10, 50, 100, 250, 500, 750,
1000}, even though, the actual number of lambdas (wavelengths) per fiber is not
so high (e.g., today’s DWDM systems support up to 160 wavelengths per fiber) [13]
[70]. For each number of available lightpaths, we observe the amount of traffic of-
floaded by using each approach. Moreover, we only use 30 min of network activity
in order to speed up the analysis and evaluation.

Figure 4.9 shows the percentage of traffic that would have been offloaded per
lightpath when the three approaches are considered. It also shows that the more
lightpaths are made available, more traffic is offloaded. Moreover, it is seen that
the three approaches have similar performance when offloading flows, being the
theoretical maximum approach considerably better than the others, the higher the
number of lightpaths are. The exception for that is when only one lightpath is avail-
able. In this case, the today’s approach is better. The reason for that is due to the
idleness state that our approach and the theoretical maximum approach stay while
waiting for network information (that just came after 120 seconds in the case of our
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experimentation). However, as an overall performance, the theoretical maximum
approach has the best performance. The reason for that comes from the fact that,
at each decision point, the theoretical maximum approach knows which flows will
have the highest volume until the next decision is taken due to its knowledge about
the future. However, our approach performs quite well, even though it lacks future
information about the flows.
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Figure 4.10: Accuracy of our proposal when compared with best theoretical result.

Figure 4.10 shows the accuracy of our approach when selecting flows to be of-
floaded over a certain number of lightpaths (x-axis). The accuracy is calculated by
dividing the amount of traffic offloaded with our approach by the amount of traffic
offloaded with the theoretical maximum approach (i.e., the best theoretical result). It
is seen that our approach has a good accuracy when compared with the theoretical
maximum approach, being able to properly detect flows that represent most of the
traffic. The main reason for that is due to the nature of large flows. When there is
no disturbance in their transmission (e.g., packet loss), large flows will most likely
continuously transmit data at a slightly constant rate until their termination. As
explained in Section 4.4, our approach takes these assumptions into consideration
to weigh flows and, as a result, tends to choose the best flows.
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4.6 Grooming flows over lightpaths

ONCE flows have been elected and selected to be offloaded to the optical level,
they should be properly accommodated over lightpaths. In order to efficiently

make use of the capacity that lightpaths provide, traffic grooming is a technique that
can be employed. Traffic grooming is the process of multiplexing many flows into a
single lightpath [22]. For instance, in a hybrid network using both TDM and WDM
multiplexing, two flows which are destined to the same end-point can be placed
on the same wavelength (lightpath). It is worth highlighting that the objective of
grooming is to minimize costs in the network while still guaranteeing QoS [163].

Traffic grooming strategies can be aligned within the scope of operations re-
search [173]. Operations research is a branch of mathematics that incorporate di-
verse broad areas, such as agricultural planing, biotechnology, military operations,
amongst others. The main objective of operations research is optimization, more
specifically the act of performing the best under certain circumstances.

This general concept of operations research can also be applied in network traffic
optimization, which we focus on the research work developed by Sabella et al. [129].
In such work, the authors investigated two grooming strategies to accommodate IP
flows over lightpaths, namely spreading and packing. The former consists of evenly
distributing flows over lightpaths, whereas the latter consists of assigning a flow to
the mostly loaded lightpath first. By doing so, there is a greater chance of finding
available lightpaths for IP flows demanding large bandwidth. The authors evalu-
ated these grooming strategies in terms of blocking probability, i.e., the percentage
of flows that are successfully accommodated over lightpaths. Their conclusion is
that by using the packing strategy, there is a greater reduction in the percentage of
blocked bandwidth requests when compared with the spreading strategy.

Different from Sabella et al.’s research, we do not observe the percentage of block-
ing requests per grooming strategy, but the percentage of IP traffic that can be of-
floaded from the IP level to the optical level by means of accommodating elephant
flows over lightpaths. We suspect that when using the packing strategy, the chance of
accommodating large elephant flows is higher than when using the spreading strat-
egy. In order to find out whether our assumption is correct, we perform simulations
while considering the following strategies to offload elephant flows over lightpaths:

1. Dedicated: elephant flows are exclusively allocated to dedicated lightpaths.

2. Spreading: elephant flows are groomed over the least loaded lightpath first.

3. Packing: elephant flows are groomed over the mostly loaded lightpath first.

Our goal here is to observe what percentage of IP traffic can be offloaded from
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the IP level to the optical level when using the aforementioned strategies. In order
to achieve our goal, we conduct our investigation through simulation using the ns-2
network simulator [112] as described in the next subsection.

4.6.1 Simulation setup

In this subsection, we present further details about our simulation, more specifically
the network topology used. Figure 4.11 shows the topology used in our simulations.

Router 1 Router 2

OXC 1 OXC 2

Optical 
level

λ1 = OC-24 

λ8 = OC-24

Logical OC-192 link IP 
level

10GbE 10GbE

Figure 4.11: The topology used in our simulation.

The topology used in our simulation comprises of Router 1 and Router 2 being
logically connected via one OC-192 link (9.952 Gbps), but physically connected via
8 x OC-24 links (1.244 Gbps). On its turn, the simulation consists of Router 1 trans-
mitting flows unidirectionally to Router 2. The flow rates vary from 1 Mbps up to
the total bandwidth available on an OC-24 link. Moreover, we limited the total ag-
gregated flow rate over time to be smaller than 9.952 Gbps in order to avoid packet
loss. Lastly, the simulation runtime is 200.000 seconds (roughly 2 days). During the
simulation runtime, we assume that the start time interval of flows follows a neg-
ative exponential distribution, while the duration of a flow is assumed to follow a
Weibull heavy-tailed distribution (Subsection 4.4.2).

The decision to offload a flow from the IP level to the optical level is taken every
second. Similar to our weighting method, the criterion to offload flows is based
on their throughput. Flows with higher throughput are offloaded first. It is worth
saying, although, that we do not consider flow survivability in order to ease our
simulation. Once a flow is allocated to a lightpath, it stays over this lightpath until
the flow terminates. Flows that are not accommodated over a lightpath (due to the
lack of available bandwidth, for instance) are kept sending data at the IP level until
there is bandwidth available at the optical level.
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4.6.2 Performance analysis

Figure 4.12 shows the traffic offload percentage per offloading strategy. The x-axis
shows the total simulation period represented in seconds. On its turn, the y-axis
represents the percentage of offloaded traffic.
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Figure 4.12: The offload percentage per offloading strategy.

As observed in Figure 4.12, the dedicated strategy is the one that offloads the least
traffic among the three strategies. On average, the percentage of offloaded traffic is
around 50%. The reason for such a low percentage of offloaded traffic comes from
the fact that a dedicated strategy assures that a lightpath is allocated to a single
flow and to no others. Therefore, a flow will only release this lightpath once it ter-
minates its activity. On the other hand, when multiplexing (grooming) flows over
lightpaths, the percentage of offloaded traffic is much higher. By using the spreading
strategy, the flows are more evenly distributed over lightpaths at the cost of a rather
irregular usage of the optical level. That occurs because the lightpaths are equally
filled up, which decreases the chance that there is a lightpath with enough band-
width to accommodate a large flow. When there is enough bandwidth for this large
flow, the available bandwidth is mostly consumed by it. On average, the amount of
traffic offloaded when using the spreading strategy stayed around 91%. On its turn,
the packing strategy outperforms the spreading strategy by offloading approximately
95% of the total traffic. The main reason for that is that the packing strategy fills up a
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single lightpath first, and then fills up the others next. By doing so, a greater chance
to accommodate a large flow over a lightpath exists, which makes the usage of the
lightpaths more efficiently.

4.6.3 Energy consumption

As a side research, we also simulated the energy consumption of the three men-
tioned strategies. We believe that the use of self-management to establish and re-
lease lightpaths on-demand may reduce energy consumption. Investigations about
a “green Internet” have been considered as a hot topic lately [158] [9] [73]. Within
the context of our simulation, we expect that “packing” flows into a single wave-
length saves more energy than allocating several wavelengths for flows. In order to
observe that, we informally talked with network operators to find out what equip-
ments are mostly involved in optical transmissions as well as their respective power
consumptions. The result of that is depicted in Figure 4.13, which represents the
same topology shown in Figure 4.11.
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Figure 4.13: The energy consumption.

Here, we only consider the energy consumption at the optical level. The 8 x OC-
24 lightpaths depicted in Figure 4.11 are represented in Figure 4.13 as 8 x 1 Gbps
transponders. These transponders have their counter-parts in the WDM terminal.
On its turn, the WDM terminal has a 10 Gbps transponder that connects with a
demux. This demux connects to its counter-part, with amplifiers in between. Then,
all the optical equipments aforementioned repeat themselves in inverted order until
OXC2.

The power consumption values of each optical element is depicted in Figure 4.13.
It is important to highlight that the transponders are assumed to switch on and off
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on-demand. That is, they are automatically switched on when there is data to be
transmitted and switched off when there is no data transmission (to save energy).
The simulation here behaves as follows:

• If no data is transmitted between OXC1 and OXC2, then no link between the
OXCs and the WDM terminals is established, i.e., there is no light being gen-
erated. The minimum energy consumption in this situation will consist of the
energy consumption of the OXCs + the WDM terminals + 10GTx/Rx packs +
WDMs + amplifiers on both sides.

• If there is at least one link established, the minimum energy consumption will
consist of the minimum energy consumption above, plus the corresponding
links transponders.

• The maximum energy consumption will occur when all 8 links between the
OXCs and the WDM terminals are established.

What we observe here is the amount of energy consumed while varying offload-
ing strategies to accommodate flows over established lightpaths. Somewhat oppo-
site to our initial expectation, the obtained result (Table 4.2) shows that there is no
significant reduction in the energy consumption when using any of the considered
strategies. The reason for that comes from the fact that the volume of traffic is so
intense that all the 8 links are kept established most of the time. The packing strategy
indeed saves more energy than the other strategies, but the difference is negligible.

Dedicated Spreading Packing

99.98% 99.94% 99.92%

Table 4.2: The percentage of time with all the 8 links up and running.

4.7 Concluding remarks

THIS chapter focused on the autonomic decision process of our self-management
approach. Special attention was drawn to the algorithm (Subsection 4.3.4) used

in our autonomic decision process as well as to our decision policy (Subsection
4.3.3). Our autonomic decision process was presented by showing the main actions
taken when deciding the destiny of flows, i.e., their promotion or demotion. These
actions were also related with cache theory due to their similarities. However, as
presented in Section 4.2, even though there are similarities between our algorithm
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and well-known caching algorithms, they significantly differ in focus: caching al-
gorithms focus on reducing latency in obtaining information, while our algorithm
focus on selecting big flows to the optical level.

On its turn, our decision policy is strongly based on the assumptions (Section
4.4) that: 1) a flow has a constant throughput during its lifetime, and 2) the longer
a flow has already lasted, the higher the chances are this flow will continue trans-
ferring data. These assumptions allowed us to weigh flows as a way to estimate
their future behavior in place of precisely calculating it, which is practically impos-
sible. A validation (Section 4.5) was carried to compare how our proposal behaves
when compared with the current manual way to manage lightpaths (referred to as
today’s approach) as well as with the best theoretical result (referred to as theoreti-
cal maximum approach). The results showed that our proposal shows an accuracy
of approximately 90% when compared with the best theoretical result.

Last but not least, we also observed how different offloading strategies can in-
fluence the percentage of IP traffic moved to the optical by means of offloading
large elephant flows (Section 4.6). By using the packing strategy, a larger percentage
of IP traffic can be offloaded to the optical level, since such a strategy increases
the chances of accommodating flows with large bandwidth requirements. As a
side research, we also observed whether the use of different offloading strategies
along with self-management principles would reduce power consumption in opti-
cal transmission. Our analysis showed that, independently of the offloading strat-
egy employed, the amount of traffic is constantly high over time, which results in
lightpaths being kept established most of the time.





103

Chapter 5

The impact of self-managing lightpaths

With the introduction of self-management principles over lightpaths, one as-
pect to be regarded is the impact that the self-management of lightpaths may
cause. When autonomically creating and releasing lightpaths for selected IP
flows, some undesirable effects may be experienced. The objective of this chapter
is to present the impact that moving flows to the optical level on the fly may have
on the flow throughput. In order to observe that, we perform simulations while
observing the flow throughput performance. Following that, we also perform
a literature study in order to highlight additional aspects to be regarded when
employing self-management of lightpaths.
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The organization of the present chapter is as follows:

• Section 5.1 presents the side effect of moving flows from the IP level to the
optical level on the fly.

• Section 5.2 presents some additional aspects to be considered when em-
ploying self-management of lightpaths.
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5.1 The side effect of moving flows on the fly

IN this section we are particularly interested in observing whether there is any
degradation of performance when flows are moved on the fly over lightpaths.

We suspect that when ongoing flows are moved from the IP level to the optical
level, many packets belonging to these flows can arrive out of order at the receiver
(and even discarded). That may occur due to the fact that some of these packets can
be transferred more quickly over lightpaths than the other packets over IP paths.
For our analysis, we are particularly interested in observing our suspicion on TCP
flows due to: 1) their high importance in current networks, 2) their representation of
most of the IP traffic, and 3) the fact that TCP is connection-oriented, which results
in TCP being more complex (e.g., packet reordering) to guarantee a reliable service
than connectionless protocols (e.g., UDP). Since TCP flows are highly representative,
we believe that our self-management approach will deal more with TCP flows than
with any other kind of flows. Therefore, a study on the effects of employing self-
management principles on TCP flows is very relevant to our research.

Within this context, the question we pose is: how would moving flows on the fly
impact on the TCP throughput? It is known that TCP performs packet reordering, but
little is known about its limits under conditions imposed by moving flows on the
fly. It may happen that due to the switching between IP and optical levels at a high
traffic rate, TCP will need to drop packets. Therefore, the goal of this section is to
present a study of the impact of optical switching on TCP throughput.

In order to address our research question, we first start with a review of the
literature to examine the different versions of TCP used today. Out of many TCP
flavors, we chose TCP CUBIC [67] due to its special design for high-speed networks
and for being the default version in Linux systems. Next, we identified a set of
factors that may limit the throughput of a TCP (CUBIC) flow. These factors are
then taken into account in our simulations and we observe how they impact on the
TCP performance under the conditions imposed in our analysis. We conducted our
simulations using the ns-2 network simulator [112].

5.1.1 Simulation Setup

In this subsection, we present the details of our simulation, including the network
topology, the evaluation criteria, and the proposed scenarios.

Network Topology

Figure 5.1 shows the topology used in our simulations. It consists of three routers
(r1, r2, and r3) and two nodes (Sender and Receiver) connected by two differ-
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ent paths: the IP path (r1-r2-r3) and the optical path (r1-r3).

Figure 5.1: Topology used in the simulations and limiting factors (Greek letters).

The simulation starts first with the sender opening a single unidirectional TCP
connection with the receiver and then sending data forwarded via the IP path. After
reaching pre-defined throughput values, the router r1 performs the move of the
TCP flow, forwarding thus all the data to the receiver via the optical path. It is
important to observe that the move affects only one direction of the flow (sender→
receiver), and that the acknowledgment packets (ACKs) in the reverse direction
(receiver→ sender) continue to use the IP path. We chose this approach because
ACK traffic is significantly smaller than TCP data traffic to justify being moved to
an optical connection. For a short period of time after the move – the transient phase
– there will be data packets on both the IP and optical paths. After the transient
phase, the simulation reaches a new phase, in which there are only data packets
on the optical path and only ACKs on the IP path. The simulation finishes soon
afterwards, depending on the scenario used.

Given the network topology, we now present the evaluation criteria used for our
simulations.

Evaluation Criteria

To evaluate how the TCP flow is affected by moving flows on the fly, we analyzed
the trace files generated by ns-2 to compute the throughput perceived by the re-
ceiver machine. We are interested not only in observing the maximum through-
put, but also in determining how the throughput changes immediately after the optical
switching.

It is known that the maximum throughput of a TCP flow is limited by such fac-
tors as the application protocol utilized (FTP, http, etc.), the TCP buffers sizes em-
ployed, the link capacity, and whether there is packet loss on the network [150]. In
this work we investigate the impact on TCP throughput when flows are limited by
TCP buffer sizes and link capacity on different parts of the network.
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Simulation Scenarios

Based on the aforementioned limiting factors for TCP throughput, we have defined
four simulation scenarios that represents different configuration setups for optical
switching enabled networks. These scenarios are defined as follows:

• Scenario A: the size of the TCP buffers (αs in Figure 5.1) are the limiting factors
for TCP throughput;

• Scenario B: the capacity of the sender’s local link (β in Figure 5.1) is the limit-
ing factor for the TCP throughput;

• Scenario C: the capacity of the core links (φ1 and φ2 in Figure 5.1) acts as
the limiting factor; in fact, we have subdivided scenario C in two: when the
capacity of IP links is the same on the optical links (φ1 = φ2) and when the
capacity of optical links is larger than the one from the IP links (φ2 > φ1);

• Scenario D: the receiver local link is the limiting factor (ξ in Figure 5.1).

Figure 5.2 provides an overview of the mapping between the evaluated scenarios
(in capital letters) and the network parts.

Figure 5.2: Overview of the evaluated scenarios and the network.

After defining the scenarios, we defined the moment at which a flow should be
moved to the optical level. For each scenario, we have configured its limiting factor
to restrict flows to three data rates (100 Mbps, 1 Gbps, and 10 Gbps) and then we
performed the move at each one of these rates. We could have used flow duration
as a threshold instead, but this would lead to different comparison conditions, since
flows would present dissimilar throughput values before the move.

In addition, we have evaluated flows on the aforementioned rates according to
three Round-Trip Time (RTT) values (Table 5.1), given the limiting factor specified
by each scenario. In high speed networks, RTT is usually a function of the physical
distance between the sender and the receiver. In this study, we have simulated three
different situations in which sender and receiver are located in hypothetical cities:
(i) close to each other, (ii) relatively far from each other, and (iii) very far from each
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Distance RTT before switching RTT after switching
Close 10 ms 6 ms

Relatively Far 100 ms 60 ms
Very far 1000 ms 600 ms

Table 5.1: RTT values employed in the simulations.

other. In each case, we assumed that the RTT value after the move would be smaller
than before, since packets could avoid the routing process at the IP level.

Table 5.2 summarizes the values of the parameters used in our simulation scenar-
ios, where each line represents a single simulation. For example, we have evaluated
three cases for Scenario B, when the flow rate reaches the limiting rates (100 Mbps,
1 Gbps, and 10 Gbps) specified by its limiting factor (β). For each case, we have
defined the values for the limiting factors (Greek letters of Figure 5.1). Due to space
constraints, we only present those cases where the RTT is equal to 10 ms. An equal
number of simulations was conducted for 100 ms and 1000 ms RTT. For these RTT
values, only α values in Scenario A change – they are multiplied by 10 in the case of
100 ms and by 100 when RTT is 1000 ms.

Scenario Limiting Rate α (rtt=10ms) β φ1 φ2 ξ

A
100 Mbps 0.125 MB 622.08 Mbps 622.08 Mbps 622.08 Mbps 622.08 Mbps

1 Gbps 1.25 MB 2.488 Gbps 2.488 Gbps 2.488 Gbps 2.488 Gbps
10 Gbps 12.5 MB 39.813 Gbps 39.813 Gbps 39.813 Gbps 39.813 Gbps

B
100 Mbps 1.16 GB 100 Mbps 622.08 Mbps 622.08 Mbps 622.08 Mbps

1 Gbps 1.16 GB 1 Gbps 2.488 Gbps 2.488 Gbps 2.488 Gbps
10 Gbps 1.16 GB 10 Gbps 39.813 Gbps 39.813 Gbps 39.813 Gbps

C1
100 Mpbs 1.16 GB 622.08 Mbps 100Mbps 100Mbps 622.08Mbps

1 Gbps 1.16 GB 2.488 Gbps 1 Gbps 1 Gbps 2.488 Gbps
10 Gbps 1.16 GB 39.813 Gbps 10 Gbps 10 Gbps 39.813 Gbps

C2
100 Mbps 1.16 GB 622.08 Mbps 100 Mbps 622.08 Mbps 622.08 Mbps

1 Gbps 1.16 GB 2.488 Gbps 1 Gbps 2.488 Gbps 2.488 Gbps
10 Gbps 1.16 GB 39.813 Gbps 10 Gbps 39.813 Gbps 39.813 Gbps

D
100 Mbps 1.16 GB 622.08 Mbps 622.08 Mbps 622.08 Mbps 100 Mbps

1 Gbps 1.16 GB 2.488 Gbps 2.488 Gbps 2.488 Gbps 1 Gbps
10 Gbps 1.16 GB 39.813 Gbps 39.813 Gbps 39.813 Gbps 10 Gbps

Table 5.2: Scenarios and values used on the limiting factors for RTT = 10 ms.

TCP Congestion Control and why TCP CUBIC

Current versions of TCP employ four intertwined algorithms to provide conges-
tion control: slow start, congestion avoidance, fast retransmit, and fast recovery [3].
When a TCP connection is established, the sender sets a value for its congestion
window (cwnd) smaller or equal to the sender’s maximum segment size (smss),
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i.e., cwnd 6 2 × smss. As acknowledgment messages reach the sender, it increases
its congestion window exponentially using the slow start algorithm until reaching
a pre-determined value, the slow start threshold (ssthresh). When the congestion
window size becomes larger than the slow start threshold (cwnd ≥ ssthresh), TCP
stops using the slow start algorithm and starts to use the congestion avoidance al-
gorithm, which, by default, increases sender’s congestion window linearly.

This linear increase of the congestion window minimizes the risk of congestion
in the network. However, when this algorithm is employed in networks with large
Bandwidth-Delay Product (BDP), it may lead to severe underutilization. As ob-
served by Ha et. al [67], it may take 1.4 hours for TCP to grow its window to the
BDP in a network of 10 Gbps capacity, round-trip time equal to 100 ms and packet
size of 1.250 bytes. Only after this time the sender is able to utilize the full capacity
offered by the network. If the transmission ends before this time, the sender would
have underutilized the path.

In order to deal with this problem in high speed networks, several congestion
avoidance algorithms have been proposed, such as FAST [82], HSTCP [61], STCP
[85], HTCP [89], Westwood [98], BIC-TCP [180], and CUBIC [67]. Among those,
we have selected CUBIC (version 2.1) to be used in our simulations since it is the
default version used in the Linux kernel – thus allowing us to have a more realistic
simulation.

Simulation Tool: ns-2

In our simulations we used the ns-2 network simulator, version 2.33. Besides being
one of the most used simulation tools by the network community, we choose ns-2
also because its latest versions were enhanced with an extension named TCP-Linux
[166]. This extension allows to import directly the source code of TCP congestion
avoidance algorithms from the Linux kernel, instead of using a code specifically
developed for the simulator. Since TCP CUBIC is available in the Linux kernels for
a while, we were able to have a more realistic simulation by using code from the
kernel. In the following subsections, we describe each simulation scenario in more
detail and present the results obtained from executing our simulations.

5.1.2 Scenario A: TCP Buffers as the Limiting Factor

In this scenario we configured the TCP buffers to act as the limiting factor of the TCP
throughput. Therefore we set values of the other limiting factors (links capacity: β,
φ, and ξ in Figure 5.1) high enough to allow the network to handle all the data gen-
erated by the sender, as presented in Table 5.2. Then, the next step was to determine
the required buffer sizes. To do that, we simply calculated the bandwidth-delay
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product, by multiplying the limiting flow rate to perform the switch (100 Mbps, 1
Gbps or 10 Gbps) by the RTT before the switch. This value indicates the maximum
amount of data on the network at any given time, and TCP buffers must have at
least this size in order to handle these rates.

Analyzing all the results for Scenario A, we observed one single behavior in-
dependently of RTT and buffer sizes: after the switching, the TCP throughput in-
creases without any packet loss. Therefore, we have chosen to present only the cases
where flows are limited to 1 Gbps before switching.
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Figure 5.3: Throughput of TCP flows in Scenario A (Limiting rate = 1 Gbps , Granularity =
1000 ms).

Figure 5.3 shows these results. In this figure, the switch between levels occurs
at t = 0, denoted by a vertical line. As it can be seen, before the switch, the flows
present a stable rate of 1 Gbps limited only by their own buffers. However, after the
switch, no throughput reduction is observed. In fact, we can observe that CUBIC
reacts well to the new configuration, and the throughput increases quickly to the
expected new theoretical value of 1.667 Gbps (obtained by dividing the buffer size
by the RTT).

When computing throughput, one important factor is the granularity, i.e., the
time interval used to average the data rate transmitted. If the granularity is very
coarse, it may mask some effects that might occur in the network. If it is too fine, it
may present a too detailed view, which makes the acquisition of a general view of
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the throughput more complex. Figure 5.4 presents the throughput results obtained
from the same simulation of Figure 5.3, but with different granularity values.

 0

 0.5

 1

 1.5

 2

-5 -4 -3 -2 -1  0  1  2  3  4  5  6  7  8  9  10

G
b

p
s

Time (s)

switch at t=0s for all

Buffer size = 1.25 MB, RTT before switch =   10ms
Buffer size = 12.5 MB, RTT before switch =  100ms
Buffer size = 125 MB, RTT before switch = 1000ms

Figure 5.4: Throughput of TCP flows in Scenario A (Limiting rate = 1 Gbps , Granularity =
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In Figure 5.4, we can notice the drawbacks of having a finer granularity and also
an oscillation on the throughput after the move. In our study, we decided to em-
ploy the same granularity (1000 ms) on all the subsequent figures to have common
comparison criteria. In cases where this value masks important events during the
transmission, we then highlight that and present numerical results in the text.

Despite the granularity used, we can conclude based on Figure 5.4 that when
the buffer size is the limiting factor, the users will experience a brief decrease on the
throughput when a flow transition occurs followed by an oscillating increase of the
throughput.

5.1.3 Scenario B – Sender’s Local Link as the Limiting Factor

For Scenario B, we configured the sender’s local link (β in Figure 5.1) as the limiting
factor for TCP throughput and set high values for the other parameters, as defined
in Table 5.2.

When imposing the limiting factor on the sender’s link, one could intuitively
assume that moving flows on the fly in the core network would not affect the TCP
performance, since the limiting factor is not placed on the core network. However,
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this is not the case. What happens, in fact, is a fast increase in the throughput per-
ceived by the receiver, followed by a decrease.

To better demonstrate this, Figure 5.5 shows the results for the case where the
local access link has a capacity of 1 Gbps and the RTT value is equal to 100 ms. In
this figure, the dotted line represents the throughput when we run the simulation
without executing the switch, while the solid line represents the same simulation,
but with the switch being executed at t = 100 (vertical dotted line).
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Figure 5.5: Throughput of TCP flows in scenario B for RTT=100 ms, β = 1 Gbps and granu-
larity equals to 1000 ms.

Analyzing Figure 5.5 further, it is possible to observe that the throughput seems
to decrease after the switch in comparison to when no switch occurs. What hap-
pens is that between 100 and 100,1s a peak of 1.304 Gbps takes place (not shown
in the graph due to the granularity used), due to packets arriving from both IP and
optical paths during the transient phase. However, packets arriving from the op-
tical path during this phase have, in fact, a higher sequence number than the ones
coming from the IP path. This causes the receiver to perform reordering and ask for
retransmissions (so 14.186 duplicate ACKs are sent), resulting on the reduction of
the congestion window and, finally, to a throughput reduction. This can be seen at
t = 102s, where the throughput reaches 802.98 Mbps.

Based on these results, we can conclude that, when the sender’s local link is
the limiting factor, there is no major problem when moving flows on the fly. There
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are only some oscillations in the throughput due to reordering, which TCP CUBIC
recovers relatively fast (few seconds) from that.

5.1.4 Scenario C – Core link as the Limiting Factor

In Scenario C, we configured the core links as the limiting factors for TCP through-
put. This scenario was divided into two, where the first (C1) has the same link
capacity on both IP and optical links (φ1 = φ2) and the second (C2) has a large ca-
pacity on the optical link (φ2 > φ1). To set the backbone links as the limiting factor,
we have to configure the other parameters as listed in Table 5.2.

The behavior observed for the TCP throughput associated with the Scenario C1
was basically the same as that observed in Scenario B, where it oscillates during the
transient phase and then normalizes. Therefore, in this subsection we give more
focus on how different RTT values impact the throughput of TCP, when flows are
moved to the optical level.
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Figure 5.6 presents the results for 100 Mbps flows. In this figure, one can observe
a peak in the throughput for each curve after the switch. This happens because
packets arrive from both paths during the transient phase. In the first moment,
one could conclude that difference in the peaks are due to different RTT values.
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However, when calculating the throughput with a granularity of 10 ms, we observed
peaks of almost 200 Mbps (due to 100 Mbps flows on each path) for the three RTT
values, which are masked when computing the throughput using a granularity of
1000 ms.

In the case of Scenario C2, a similar behavior was observed as in Scenario C1
during the transient phase: the throughput oscillation. However, after this oscilla-
tion, the throughput increases significantly, due to the higher link capacity on the
optical path. Figure 5.7 shows the results when φ2 is equal to 39.813 Gbps. For in-
stance, when the RTT is equal to 10 ms, after the switch the TCP throughput reaches
the maximum link capacity in 71s1. Moreover, it is possible to observe that larger
RTT values (100 ms) demand more time to reach the maximum link utilization, but
they still benefit from being moved to the optical level.
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Figure 5.7: Throughput of TCP flows in Scenario C2 (1000 ms granularity).

Taking into account these results, when the limiting factor for TCP is present
within the core network, we can conclude that moving flows on the fly presents no
major problem. There is only an oscillation on the throughput during the transient
phase due to reordering. We can also observe that the larger the RTT values, the
longer it takes for the TCP flow to recovery from the move.

1The throughput increases linearly for both curves in Figure 5.7 (and not following a cubic function
as expected) due to a limitation of TCP CUBIC 2.1, which was removed in version 2.2 [67].
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5.1.5 Scenario D – Receiver’s Local Link as the Limiting Factor

For our final scenario, we have set the capacity of the receiver local link (ξ in Figure
5.1) as the limiting factor for TCP throughput. As in previous scenarios, the other
variables were over dimensioned in order to identify the impact of a limiting factor
in the receiver local link, as described in Table 5.2.

The major problems caused by moving flows on the fly were observed in Sce-
nario D. Figure 5.8 shows the results when the local receiver’s local link has a capac-
ity of 10 Gbps (ξ), while the other links have a capacity of 39.813 Gbps.
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Figure 5.8: Throughput of TCP flows for Scenario D (1000 ms granularity)

As can be seen, there is a significant reduction in the throughput for both RTT
values after the switch. The reason for this is that the router r3 receives a large
volume of data during the transient phase, at approximately 10 Gbps from each link
(twice as much it can forward via the receiver local link), which causes its queue to
be filled up and packets to be dropped when there is no more space in the queue
(we used a 500 packets queue size for all simulations). For instance, in the case
where RTT is 10 ms (solid line), 335.107 packets are discarded by r3 within 200 ms
(between 55,0 and 55,2 seconds), which represents a total of 502.66 MB of lost data.
This, in turn, causes the receiver to send a massive number of duplicated ACKs,
which leads the sender to reduce its congestion window. The consequences can be
seen at t = 57.0s, when the throughput reaches its minimum value of 1.602 Gbps.
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The same reasoning applies to the curve with 100 ms RTT. In Scenario B we also
observed reduction of the congestion window. However, in Scenario B this was
only due to packet reordering, whereas in Scenario D a huge number of packets
were discarded, causing the decrease of the congestion window to be much larger.

After the transient phase, for the 10 ms RTT case, the TCP flow takes 33 seconds
to reach the same throughput levels as before the switch. This clearly indicates,
under the conditions imposed in this scenario, that moving flows on the fly would
not be perceived as a seamless transition by end users. Instead, they would notice
a significant reduction on the throughput followed by a recovery and then similar
throughput values to before the move, but with a smaller RTT.

The results obtained in this scenario suggest that the capacity of the receiver’s
local link and the router’s buffer size should be taken into account. One possibility
would be to over provision the receiver’s local link in order to support the aggre-
gated volume of data. In the case of our simulation, the receiver’s local link should
have been over provisioned in order to cope with the aggregated volume of data
coming from both optical and IP paths.

A Closer Look at R3’s Queue

Since in this scenario the bottleneck is located at the receiver’s access link, a closer
look at router r3 queue may provide some insight on how the packet discards occur.

Figure 5.9 shows how r3’s queue size changes along with time. Intuitively, one
could think that r3’s queue would be used only during the transient phase, when
there are flows on both paths. However, this is not the case. As one can see, the
queue grows even before the switching, when data flows only on the IP path. For
instance, at t = 45, 8s the queue size is equal to 468 packets (maximum is equal to
500). This can be explained by the window increase algorithm employed by TCP
CUBIC. Since CUBIC does not take into account properties such as delay (as TCP
Vegas), it keeps increasing the window until a packet loss occurs. This aggressive
increase of the congestion window can create a burst of data – which may grow
beyond the 10 Gbps output capacity of r3. As a consequence, r3 has to queue
packets. If there is not enough space in buffers, packets will be simply discarded, as
in between t = 45, 8s and t = 46, 0s, where 3 packets were discarded.

This discard, in turn, causes the receiver to send duplicate ACK messages –
which leads to a decrease on the congestion window size and finally on through-
put reduction. This can be seen at t = 47s in Figure 5.8, where it reached 8.73 Gbps.
When the switching occurs at t = 55s, the queue size is already 343 packets – which
means less space for buffering the packets coming on both ways. As mention in
the previous subsection, this causes a massive discard of packets, the throughput is



116 5 The impact of self-managing lightpaths

 0

 100

 200

 300

 400

 500

 0  20  40  60  80  100  120  140  160

P
a
c
k
e
ts

Time (s)

switch at t=55s
for RTT=10ms

Router r3 Queue Size

Figure 5.9: Router r3 Queue Size for 10Gbps case with RTT = 10ms

reduced to 1.602 Gbps at t = 57s.
Comparing the solid curve in Figure 5.8 with Figure 5.9, it is possible to see that

the throughput reductions on Figure 5.8 match with the queue size reduction in
Figure 5.9. The aforementioned reasoning explains all these reductions. Due to that,
administrators may expect reduction on TCP CUBIC throughput after moving flows
on the fly if the receiver’s local link and the router’s buffer size are not regarded.

5.1.6 Concluding remarks

In this section, we presented an analysis of the impact of moving flows on the fly on
TCP throughput. TCP CUBIC was the TCP flavor employed in our analysis due to
its design for high-speed networks and its use in recent versions of Linux kernels.
Our analysis was performed using the ns-2 simulator and considered four scenarios
as limiting factors of TCP throughput (Subsection 5.1.1). The scenarios were chosen
by selecting the known factors that may limit the TCP throughput. Our conclusion
is that depending on the scenario, different levels of impact on the throughput of
TCP flows are observed.

When the size of the TCP buffers in the sender and receiver is the limiting factor
(Scenario A), the throughput has just a small oscillation when the move place (i.e.,
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the transient phase). In fact, the throughput considerably increases when the tran-
sient phase is over, due to the smaller RTT values existing in the optical path. The
smaller RTT value allowed the sender to have a higher transmission rate.

Differently of Scenario A, we have perceived some considerable oscillations in
the throughput of a flow when considering the transmission capacity of the sender
access link (Scenario B) and the capacity of the backbone links (Scenario C) as lim-
iting factors. Both scenarios resulted in oscillations in the throughput during the
transient phase due to the reordering of packets in the receiver. In spite of this os-
cillation, the TCP throughput recovers relatively fast from this oscillation after the
transient phase is over.

More importantly, when the receiver local link is the bottleneck (Scenario D),
we founded huge impact on the performance of the TCP throughput. A significant
drop in the transmission rate was observed during the transient phase due to large
volumes of data arriving at the input of the receiver’s local link. When high rates
(e.g., 10 Gbps) are received in both optical and IP paths, the router’s queue at the
receiver’s side (r3 in Figure 5.1) is rapidly filled and packets are dropped due to
lack of queue space. It is worth emphasizing that the decrease in the throughput is
not only due to reordering, but mainly due to massive number of discarded packets,
which was not observed in the previous scenarios. The results in Scenario D suggest
thus that the transmission capacity of the receiver local link and the routers buffer
size should be regarded before moving flows on the fly.

5.2 Additional aspects

IN this section, we present some additional aspects to be regarded when self-
management of lightpaths is used. The aspects presented in this section are with

respect to lightpath capacity estimation, routing, atomicity, restoration, and secu-
rity, respectively. Even though these aspects have already been widely researched
within the context of IP networks, the advent of self-management on hybrid net-
works may bring new challenges, therefore they should be reconsidered. It is worth
highlighting that we do not aim in this thesis at proposing any improvement for
these aspects, but mainly at informing the reader about them.

5.2.1 Estimation of lightpath capacity

Once a flow is elected to be moved to the optical level, a lightpath needs to be allo-
cated for this flow. Lightpaths have different capacities, which are defined by the to-
day’s standards SONET [5] and SDH [79]. Based on the rates supported by SONET
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and SDH (Subsection 1.1.2), our self-management system has to decide what trans-
mission rate is more appropriated to be allocated for an elected IP flow. As presented
in Subsection 4.4.1, most of the large flows present a constant throughput, but some
of them may vary their throughput over time (Figure 4.4(b)). Hence, for a proper
allocation of a lightpath, not only the flow average throughput should be regarded,
but also its variance. By considering variance, a safety margin in the allocation of
a lightpath is considered, which decreases the chances that a lightpath runs into
congestion situations.

Even if the calculation of the variance is not difficult by itself, the acquisition
of network information that gives the means to calculate it is more challenging.
In order to ease this calculation, most network managers usually trust monitoring
tools, such as NetFlow, to first find out the average flow rate and then apply a safety
margin (for example 30%) over the current rate in order to consider variance.

However, this safety margin is rather simplistic and not always correctly infers
the right lightpath capacity to be allocated. Van de Meent [154] performed a study
on network link dimensioning, in which he suggests two approaches to infer link
capacity while considering variance estimation: a direct approach and an indirect
one. The direct approach consists of measuring a link rate at regular time intervals
and then calculating traffic variance by applying the standard sample variance esti-
mator on the measured traffic rate values. At the other hand, the indirect approach
does not need regular time intervals to calculate the variance. According to Van
de Meent, his proposed indirect approach exploits the relationship between traffic
variance and the occupancy of the buffer in front of the link to be dimensioned. By
taking snapshots of the buffer occupancy, the variance can be inferred based on the
buffer content’s distribution. For further details, see [154].

Despite the fact that Van de Meent’s indirect approach is suitable to estimate
link capacities, his approach is not suitable to make the same estimation based on
individual flows. The reason for that comes from the fact that the finest granular-
ity considered by his indirect approach is at the link (interface) level, whereas our
finest granularity is at the flow level. In contrast to the indirect approach, the di-
rect approach is more generic and can be used to estimate capacities based on both
links and individual flows. Large flows can be evaluated by our decision maker,
since large flows are regularly reported (active flow timeout) to our decision maker.
Based on this regularity, the decision maker may estimate throughput and variance
of individual flows and therefore decide on a proper lightpath allocation. The use
of a direct approach is thus more appropriate than the indirect approach to estimate
lightpath capacity for the elected flows.

Even when considering variance, a lightpath can still run into congestion due
to the nature of flows. We see two possibilities to deal with that: 1) packets are
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dropped in an attempt to make the sender to slow down its transmission or 2) the
decision maker tries to allocate a bigger lightpath, before a congestion takes place.

5.2.2 Routing

Not only a proper lightpath capacity estimation is essential for an optimum use of
the optical level, but also a proper path selection between the end-points of a flow
communication. In order to select the best path, routing metrics, such as path load
or delay, are applied on paths. Then routing algorithms, such as Enhanced Interior
Gateway Routing Protocol (EIGRP) [30], take these metrics into account to select
paths in a network.
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Figure 5.10: Example of a blocking request situation.

Within the context of our research, a routing algorithm should choose a path
primarily based on the lightpath capacity required for a flow. However, it should
also choose a path that results in a lower blocking probability to other flows eligible
to join the optical level. For instance, Figure 5.10 shows one example of a subsequent
lightpath request that was denied due to lack of resources (lightpath capacity).

Router A is connected to Router C through a lightpath that extends across the
OXCs 1, 3, and 4. Router B tries to request a lightpath in order to be connected to
Router C as well. However, the lightpath segment between OXC 3 and OXC 4 can-
not be established due to lack of resources. This is one example of a bad routing
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decision when selecting lightpaths. If the routing decision process would have cho-
sen a lightpath between Router A and C across the OXCs 1, 2, and 4, the request of
a lightpath for Router B could have been attended.

Different approaches can be used to select paths in a managed network. We
narrow down these approaches into distributed and centralized. A distributed ap-
proach mostly relies on distributed routing protocols, such as distance-vector rout-
ing protocols and link-state routing protocols. The main goal of any routing protocol
is to dynamically communicate information about all network paths used to reach a
destination and to select, among those paths, the best one to reach a destination net-
work. Some examples of routing protocols are OSPF [110], IS-IS [113], and EIGRP
[30].

When centralized, a single management station is in charge of maintaining the
full network map. This requires network nodes to send updates about their link
states to a single point rather than to the entire network. A centralized network
map can therefore be considered simpler to implement. Moreover, with an entire
topology located in a single place, faster paths calculation can be reached. The main
disadvantage of centralizing the routing decision process is with regard to a central
point of failure. If the management station is down, the routing decision process is
unable to attend request for lightpaths.

5.2.3 Atomicity

Another consideration to be taken is regarding atomicity in the lightpaths setup, i.e.,
either all segments along the desired lightpath are established or none of them [15].
Atomicity is important in order to guarantee a proper full end-to-end communica-
tion. If some event whatsoever (e.g., lack of resources) occurs during the setup stage,
a roll-back action shall be taken in order to put the hybrid network back to its state
before the setup attempt.

In Chapter 2, we presented the conventional approaches to manage hybrid net-
works: direct management (Subsection 2.1.1) and indirect management (Subsection
2.1.2). As stated in Chapter 2, network operators are directly involved in both man-
agement approaches, but with a different degree of responsibility in the specific act
of establishing and releasing lightpaths.

In the direct management approach, network operators use well-established net-
work management technologies, such as SNMP in order to setup lightpaths on every
device along the desired path. The responsibility of assuring atomicity is therefore
also up to network operators. If by any chance it is not possible to set up a lightpath
segment, network operators have to manually roll-back all segments previously es-
tablished.
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On its turn, in the indirect management approach, network operators use GM-
PLS to establish and release lightpaths. Network operators are in charge of trig-
gering the establishment and release actions while GMPLS executes these actions.
The path between two end-points can be explicitly defined by network operators
or leave it up to GMPLS to find the best choice. The main advantage of using GM-
PLS to setup lightpaths is that whether any error occurs, GMPLS does the roll-back
automatically by the exchange of RSVP-TE control messages [51].

5.2.4 Restoration

Even though atomicity and restoration can be related, they are not completely the
same. The main difference between atomicity and restoration is that the former
recovers from a failure during the establishment of a lightpath while the latter reacts
to failures in a lightpath already established.

Similar to the act of rolling-back a failed attempt to set up a lightpath, it is up
to network operators to manually restore an established lightpath. This is usually
done by isolating the faulty node or link and rerouting to an alternative path.

In case of using GMPLS, the restoration process conventionally employs dy-
namic resource establishment and may require dynamic route calculation as well
in order to overcome an error situation [80]. This can be performed either at an
intermediate node, where a new segment is calculated from that node to the des-
tination end-point, or at the source node, where a new path is calculated from the
source to the destination.

The main advantage of using GMPLS is that it makes the restoring process sim-
pler. GMPLS has the capability of detecting a failure, notifying it, and recovering
from it automatically. In the event of failure, a new lightpath segment is established
around the failure. This new segment may be calculated on the fly, or it may be pre-
reserved as a secondary segment. The main advantage of considering the latter is
that there is a certain guarantee that an alternative segment will be quickly available
when needed in the event of a failure.

5.2.5 Network security

Network security consists of providing means to protect network resources from
unauthorized accesses or malicious activities. Consistent and continuos monitoring
of network activity is important to prevent or detect any misusage that may fall
upon a managed network.

Within the context of our self-management proposal, network security should be
regarded to prevent any inappropriate use of lightpaths. For instance, DoS attacks
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that may be transiting at the IP level should be unable to be moved over lightpaths.
The reason from that comes from the fact that by unintentionally offloading such
attacks to the optical level, the scale of these attacks can become larger.

Security concepts, such as authorization and intrusion detection should be con-
sidered in order to tighten security in hybrid networks that employ self-management
of lightpaths. By doing so, malicious flows could be verified prior to the offload to
the optical level. If there is any suspicion that such flows are behaving differently
from the expected, their offload over lightpaths could be blocked and their behavior
could be logged for audit purposes and for later high level analysis.

5.3 Summary

WE have presented in this section some important aspects to be considered
when employing self-management of lightpaths in hybrid optical and packet

switching networks. We gave special focus on the impact that moving flows on the
fly has on the performance of TCP (CUBIC) throughput (Section 5.1). In general,
TCP is able to recover relatively fast from the moment that TCP flows are moved
to the optical level (the transient phase). Some oscillations were observed in the
throughput performance due to packet reordering, but they did not present major
problem for the TCP throughput. However, when the transmission capacity of the
receiver local link becomes the bottleneck, the receiving of high rates from both op-
tical and IP paths makes the router’s queue at the receiver’s side to be rapidly filled
up and packets are dropped due to lack of queue space. As a result, TCP throughput
suffers major degradation of performance. Therefore, the transmission capacity of
the receiver local link and the routers buffer size should be regarded before moving
flows on the fly.

Some additional aspects were also highlighted in Section 5.2. Even though these
aspects have been extensively researched within the scope of IP networks, the in-
troduction of our self-management proposal may bring some new challenges. We
did not present any improvement for these aspects, but we raised the concern that
they should be reconsidered with the advent of our self-management of lightpaths
on hybrid optical and packet switching networks.
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Chapter 6

Conclusions

This chapter presents the conclusions for the research presented in this thesis.
Here, we provide the answers for our research questions introduced in Section
1.4 as well as some suggestions for future research.

The organization of the present chapter is as follows:

• Section 6.1 presents an overall conclusion of the research presented in this
thesis as well as the answers for our research questions.

• Section 6.2 finalizes this thesis by giving pointers for further research.

6.1 Overall conclusion

IN this thesis, we presented how self-management of lightpaths in hybrid optical
and packet switching networks can be implemented. We started this thesis by

posing our high level research question, namely “Is the idea of self-management of hy-
brid optical and packet switching networks technically feasible for the future Internet?” We
then refined this high level question into several subquestions, which we provide
now the answers as follows:

Research question (1): what is the state-of-the-art in the manage-
ment of hybrid networks?

As presented in Chapter 2, two main approaches are conventionally used to man-
age current hybrid networks, namely direct and indirect management approaches.
Both approaches depend on human intervention to cope with hybrid devices and
lightpaths, but with different degrees of dependability. In the direct management
approach, the human manager uses well-known management interfaces and pro-
tocols, such as CLI, SNMP, and TL1 in order to directly manage every hybrid de-
vice along a desired lightpath. In its turn, in the indirect management approach,
the human manager is in charge of only triggering the actions of establishing and
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releasing lightpaths. Meanwhile, hybrid devices execute such actions by coordinat-
ing themselves through the exchange of signaling messages. The most well-known
technology for that in hybrid optical and packet switching networks is GMPLS. We
concluded that these conventional management approaches have certain shortcom-
ings, such as lengthy configuration process and heavy dependence on human in-
tervention to select and move IP flows to the optical level as well as to establish
and release lightpaths. This intervention can therefore take a considerable amount
of time to be performed. Some paradigms (OBS and OPS) have been proposed to
speed up the setup process, but they are still in their experimental stage and it may
still take a considerable amount of time for them to be fully deployed on what we
foresee as a future optical Internet.

Research question (2): How can the monitoring of IP flows be per-
formed?

In Chapter 3, we presented three possible techniques to monitor IP traffic on current
hybrid networks, namely packet-based techniques, SNMP-based techniques, and flow-
based techniques. Each technique presents pros and cons when used in high-speed
hybrid networks as detailed in Section 3.4. The choice in this thesis for a flow-based
monitoring technique is due to its wide usage on current networks as well as due
its reliability to report network information. We also considered the use of traffic
sampling in the monitoring processes of high-speed networks since traffic sampling
is employed to further decrease the amount of processed data as well as to reduce
the consumption of storage and processing power.

Research question (3): How can autonomic decisions be made?

Autonomic decisions can be taken based on a specific objective. As presented in
Chapter 4, our autonomic decision process has as main objective to move he biggest
elephant flows with high survival probability from the IP level to the optical level.
In order for our decision process to do that, we instruct our decision process with
the assumptions that: (1) most of large flows present a constant throughput, and
(2) the longer a large flow has lasted, the higher its survival probability is. These
assumptions were proved to be true, as shown in Section 4.4. In Section 4.5, we val-
idated our autonomic decision approach by showing that such assumptions allow a
good level of accuracy to select large flows to the optical level when compared with
the best theoretical result. Lastly, we also gave some attention to different groom-
ing strategies in order to accommodate flows over lightpaths (Section 4.6). In our
investigation, three strategies were considered, namely dedicated strategy, spreading
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strategy, and packing strategy. Our analysis showed that when using the packing strat-
egy, the lightpaths are more efficiently used.

Research question (4): What are the side effects of moving IP flows
to the optical level on the fly?

In Section 5.1, we observed the impact of moving flows to the optical level on the
fly. We chose to observe this impact on TCP flows due to the facts TCP is a highly
representative protocol (represent most of the traffic in current networks) as well as
it is connection-oriented, which means that it is more complex to cope with errors
than connectionless protocols. The result of our analysis showed that in general TCP
flows react quickly to the changes imposed by the move on the fly (that is, during
the transient phase). Some oscillations in the TCP throughput are observed during
the transient phase, but an increase in the flow transmission rate is seen afterwards.
However, when the receiver local link is the bottleneck, high rates received in both
optical and IP paths can make the routers queue at the receivers side to be rapidly
filled up. As a result, packets are dropped due to lack of queue space. It is worth
highlighting although that this bottleneck is more a network infrastructure issue
than an issue when moving flows on the fly. It is strongly suggested therefore that
the transmission capacity of the receiver local link and the routers buffer size should
be regarded before moving flows on the fly.

Overall conclusion: Based on the research work presented in thesis, our main con-
clusion is that our self-management proposal for hybrid optical and packet switch-
ing networks is technically feasible to be deployed in the near future. The reason
for that comes from the fact our self-management proposal takes into account tech-
nologies and infrastructures that are available today. Current technologies, such as
NetFlow (Subsection 3.4.4) and GMPLS (Subsection 2.1.2) play an important role in
the monitoring and configuring aspects of our self-management proposal. Equally
important, hybrid optical and packet switching infrastructures are also a reality as
it is the case of SURFnet6 (Subsection 1.1.1). Moreover, we highlight that our self-
management proposal does not require the introduction of any new protocol or the
modification of today’s network layers. However, it is important to say that it is
still early to say whether our self-management proposal is the best approach. Addi-
tional technical aspects (as presented in Section 5.2) as well as non-technical aspects,
such as economical issues, should be regarded prior to a full implementation of our
proposal. We believe although that this thesis is a stimulating first step towards the
employment of self-management principles on current (and future) hybrid optical
and packet switching networks.
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6.2 Future research

WE suggest here some possibilities for further research as follows:

• We presented in this thesis the feasibility of using our self-management pro-
posal on hybrid networks as well as how this proposal can be implemented.
It would be interesting therefore that an implementation would be made in
order to evaluate our self-management proposal in an experimental hybrid
optical and packet switching network.

• Our self-management approach has been designed considering an intra-do-
main network. We have not considered its usage in inter-domain networks.
We believe that the use of self-management in an inter-domain scenario can
be more challenging. For instance, the self-management approach may have
to deal with different network policies or different business models, which
become the act of managing lightpaths in different domains more complicated.
Moreover, the self-management approach may have to cope with a greater
number of devices spanning through several domains, which may not scale
well. An investigation about how to employ our self-management approach
in a multi-domain environment would be therefore interesting.

• As stated in Section 2.4, our self-management approach is designed to take
decisions in a centralized way. Further research on distributing the decisions
over the hybrid network (the hybrid devices) would be interesting. As gener-
ally known, the use of a centralized approach can lead the management sys-
tem to get overloaded. On the other hand, the use of a distributed approach
may be less efficient and more complex to implement. The investigation of a
distributed approach is therefore a compelling future research.

• In this thesis, we focused on the impact of moving flows on the fly on the
TCP throughput. Nonetheless, other aspects should be regarded as well (Sec-
tion 5.2). For instance, by employing our self-management proposal, there is a
possibility of moving DoS attacks over lightpaths. This could result in speed-
ing up attacks over the Web and even making them stronger, since with large
bandwidth more packets could be sent to bring down a server on the Web.

• Last but not least, we believe that other flow definitions may have a certain
influence on the amount of traffic offloaded to the optical level as well as on
the way flows are accommodated over lightpaths. Investigating therefore the
effects of other definitions for a flow is advised.
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Appendix A

Statistical & mathematical background
information

The purpose of this appendix is to present more details about statistical and mathe-
matical methods applied on this thesis.

A.1 Decision trees

DECISION trees can be defined as a predictive model; i.e., a mapping from ob-
servations about an item to conclusions about its target value (the dependent

variable). Decision trees can be divided into classification trees (in which the de-
pendent variable has a discrete outcome) or regression trees (in which the depen-
dent variable has a continuous outcome). Independent of the kind of decision tree,
their elements are summarized in leaves and branches. Leaves represent classifica-
tions, whereas branches represent conjunctions of features that lead to those classifi-
cations.

Regression trees

If the dependent variable (target value) is a continuous value, then a regression tree
is employed. It is worth mentioning that when using a regression tree to predict the
value of a dependent variable, the mean value of the dependent variable in leaf (a
node of the tree) is the estimated value. An example of a regression tree is shown in
Figure A.1. In this example, the dependent variable is the Heat Index (H.I.)1 and the
independent variables are air temperature (T) and relative humidity (H).

In this tree, we see that the value of the Heat Index is on average 30 °C. How-
ever, the average Heat Index increases as the air temperature and relative humidity
increase too. For example, with an air temperature above or equal to 43 °C and a
relative humidity above or equal to 40%, the Heat Index is on average 58 °C. On the
other side, as the air temperature and relative humidity decrease, so the Heat Index

1The Heat Index is an index that combines air temperature and relative humidity in order to determine
the human-perceived equivalent temperature, commonly referred as felt air temperature.
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H.I. = 30 ℃
Std. dev. = ±12 ℃

H.I. = 40 ℃
Std. dev. = ±5 ℃

H.I. = 24 ℃
Std. dev. = ±4 ℃

H.I. = 32 ℃
Std. dev. = ±3 ℃

H.I. = 58 ℃
Std. dev. = ±2 ℃

H.I. = 28 ℃
Std. dev. = ±2 ℃

H.I. = 17 ℃
Std. dev. = ±2 ℃

T ≥ 29 ℃ and H ≥ 30%  T < 29 ℃ and H < 30% 

T ≥ 43 ℃ and H ≥ 40%  
43 ℃ > T ≥ 29 ℃

and
40% > H ≥ 30% 

29 ℃ > T ≥ 21 ℃
and

30 % > H ≥ 10% 
T < 21 ℃ and H < 10

Figure A.1: Regression tree.

too. A regression tree can thus provides continuous values to the dependent vari-
able (Heat Index) based on some predictors (air temperature and relative humidity).

Classification trees

On its turn, if the dependent variable is categorical, then the use of a classification
tree is more appropriated. Instead of trying to estimate a continuous value for the
dependent variable, the classification tree uses the values of the predictor variables

H.I. = Hot

H.I. = Very hot H.I. = Mild

H.I. = HotH.I. = Very hot H.I. = Hot H.I. = Cold

T ≥ 29 ℃ and H ≥ 30%  T < 29 ℃ and H < 30% 

T ≥ 43 ℃ and H ≥ 40%  
43 ℃ > T ≥ 29 ℃

and
40% > H ≥ 30% 

29 ℃ > T ≥ 21 ℃
and

30 % > H ≥ 10% 
T < 21 ℃ and H < 10

Very hot = H.I. ≥ 39 ℃
Hot = 27 ℃ ≤ H.I. < 39 ℃
Mild = 18 ℃ ≤ H.I. < 27 ℃
Cold = 8 ℃ ≤ H.I. < 18 ℃

Very cold =  H.I. ≤ 7 ℃

Categories

Figure A.2: Classification tree.
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to move through the tree until it reaches a terminal node. When the terminal node
is reached, the classification tree attempts to predict what category is more suitable
for that node. An example of a classification tree is shown in Figure A.2. In this
example, the dependent variable is still the Heat Index, but instead of predicting its
temperature, the Heat Index is categorized. The categories can be manually defined,
but optimizations can be performed in order to try to find the optimal category
division.

A.2 The CHAID algorithm

THE CHAID algorithm was created by Kass [84]. Its main feature is a recursive
partitioning method that relate a number of independent variables (also known

as predictors) against a single dependent variable. At each step, CHAID chooses the
independent variable that has the strongest relation with the dependent variable.
For example, observations about wind speed, humidity, and temperature could be
used as predictors for rain precipitation (dependent variable). The algorithm work
as follows:

Step 1 - Prepare the predictors: CHAID begins by equally dividing the predictors
into partitions with an even number of observations. This division comes from
the statistical hypothesis Chi-square Goodness-of-Fit test [142], which is used
to test if a sample of data comes from a population with a specified distribu-
tion. The Chi-square test initially divides a number of observations from a
population into a number of partitions. The main reason for that is that hypo-
thetically the number of observations in each partition would occur with the
same frequency.

Step 2 - Cross-tabulates the predictor partitions: Once the observations are equally
divided into partitions, CHAID algorithm first cross-tabulates (i.e., it creates a
contingency table) each partition of a predictor. Second, it performs a pairwise
chi-square test of independence between the adjoining partitions in order to
calculate levels of significance (p-values 2). If the respective p-value for a given
pair of predictor partitions is not statistically significant as defined by a certain
α value (significance level of a test), then it will merge the respective predictor
partitions and repeat this step. If the statistical significance (the p value) for the
respective pair of predictor categories is significant (less than the respective α
value), then CHAID will optionally compute a Bonferroni adjusted p-value for
the set of partitions for the respective predictor.

2The p-value stands for the probability of a certain relationship being observed by chance. The smaller
this value is, the more statistically significant the relationship is.
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Step 3 - Compare the predictors: Once the predictors have been appropriately par-
titioned, CHAID algorithm cross-tabulates each predictor partitions against
the dependent variable. Similar to step 2, CHAID algorithm performs a Chi-
square test of independence in order to calculate levels of significance (p). The
predictor which shows the smallest p value is then placed at the first depth of
the CHAID tree along with its partitions.

Step 4 - Select subsequent tree levels: Subsequent to the decision on the first level
predictor and its best merged partitions, CHAID begins to place other predic-
tors beneath the initial predictor. In order to accomplish that, CHAID begins
anew, only at each partition of the first level. As described in step 3, CHAID
builds contingency tables of each independent variable versus the dependent
variable, but the remaining independent variables all have the 1st level inde-
pendent variable included. After CHAID has built all the crosstabs for each
remaining predictors, each crosstab is tested for significance using chi-square
test of independence, in the same manner discussed in step 2. The crosstabs
which are insignificant are then omitted. Those crosstabs that are significant
are placed beneath their respective partitions if they are the most significant
for that partition.

Each of these partitions are independently reanalyzed till further sub-divisions
cannot be performed. In this way, CHAID partitions the data into mutually
exclusive, exhaustive subsets that best describe the dependent variable.
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Glossary

conditional probability is the probability of some event happening given the occurrence of
another event.

dark fiber is an unlit optical fiber.

elephant flows are flows that despite being few in number, they represent most of the net-
work traffic.

hybrid network a kind of network that combine more than one networking technology.

IP flow a unidirectional sequence of IP packets that share the same properties.

lightpath a direct optical data connection over an optical fiber.

multi-service hybrid device works as both a switch at the optical level and a router at the IP
level.

multiplexing is a process of combining multiple signals into one single signal over a shared
medium.

NetFlow is an embedded instrumentation software developed by Cisco Systems that is used
to characterize network information.

traffic grooming the process of multiplexing many flows into a single lightpath.
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Acronyms

ACI Autonomic Computing Initiative.

ANSI American National Standards Institute.

ASN.1 Abstract Syntax Notation One.

AUTOI Autonomic Internet.

BDP Bandwidth-Delay Product.

BER Basic Encode Rules.

Bps Bytes per second.

CHAID CHi-squared Automatic Interaction Detector.

CIM Common Information Model.

CLI Command Line Interface.

CMIP Common Management Information Protocol.

CR-LDP Constraint-Routing Label Distribution Protocol.

DiffServ Differentiated Services.

DMTF Distributed Management Task Force.

DNS Domain Name System.

DoS Denial of Service.

DWDM Dense Wavelength Division Multiplexing.

EFIPSANS Exposing the Features in IP version Six protocols that can be exploited/extended
for the purposes of designing/building Autonomic Networks and Services.

EIGRP Enhanced Interior Gateway Routing Protocol.
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FIFO First In First Out.

FSC Fiber-Switch Capable.

GDS Greedy Dual-Size.

GMPLS Generalized Multiprotocol Label Switching.

HDTV high-definition television.

HED Hyper-Exponential Distribution.

IETF Internet Engineering Task Force.

IPFIX IP Flow Information eXport.

IS-IS Intermediate System-to-Intermediate System.

ITU International Telecommunications Union.

JEMS Journal and Event Management System.

LAN Local Area Network.

LER Label Edge Router.

LFF Largest File First.

LRU Least Recently Used.

LSC Lambda Switch Capable.

LSP Label Switch Path.

LSR Label Switch Router.

MAN Metropolitan Area Network.

MIB Management Information Base.

MPLS Multiprotocol Label Switching.

MRU Most Recently Used.

NMS Network Management System.

NTP Network Time Protocol.

OBS Optical Burst Switching.

OCS Optical Circuit Switching.

OPS Optical Packet Switching.

OSPF Open Shortest Path First.

OXC Optical Cross-Connected.
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Pps Packets per second.

PSC Packet Switching Capable.

QoS Quality of Service.

RMON Remote Monitoring.

RSVP-TE Resource Reservation Protocol for Traffic Engineering.

RTT Round-Trip Time.

SDH Synchronous Digital Hierarchy.

SLRU Segmented LRU.

SMI Structure of Management Information.

SNMP Simple Network Management Protocol.

SONET Synchronous Optical Networking.

STM Synchronous Transport Module.

STS Synchronous Transport Signal.

TCP Transmission Control Protocol.

TDM Time-Division Multiplexing.

TL1 Transaction Language 1.

ToS Type of Service.

UAV Unmanned Autonomous Vehicle.

UDP User Datagram Protocol.

UT University of Twente.

WAN Wide Area Network.

WBEM Web-Based Enterprise Management.

WDM Wavelength Division Multiplexing.

XML Extensible Markup Language.
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algorithm, 84
assumptions, 87
decision policy, 84
validation, 93
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Command Line Interface, 19
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Direct management approach, 19
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Flows
definitions, 41
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IP traffic monitoring
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FCAPS, 6
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Packet sampling
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random sampling, 62
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manifesto, 27
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wälder, “Using NetFlow / IPFIX for Network Management”, Journal of Network and Sys-
tems Management (JNSM), Springer New York, December 2009, Vol. 17, Num. 4, ISSN
1064-7570, pp. 482-487

• Giovane C.M. Moura, Tiago Fioreze, Pieter-Tjerk, Aiko Pras,“Optical Switching Impact
on TCP Throughput Limited by TCP Buffers”, Proceedings of the 9th IEEE International
Workshop on IP Operations and Management (IPOM 2009), 29-30 October 2009, Venice,



154 About the author

Italy, Lecture Notes in Computer Science, Vol. 5843, ISSN 0302-9743 ISBN 978-3-642-
04967-5, pp. 161-166

• Tiago Fioreze, Lisandro Granville, Ramin Sadre, Aiko Pras, “A Statistical Analysis of
Network Parameters for the Self-Management of Lambda-Connections”, Proceedings of the
3rd International Conference on Autonomous Infrastructure, Management and Secu-
rity (AIMS 2009), June 30 - July 2, 2009, Enschede, The Netherlands, Lecture Notes in
Computer Science, Vol. 5637, ISSN 0302-9743 ISBN 978-3-642-02626-3, pp. 183-186

• Rick Hofstede, Tiago Fioreze, “SURFmap: a network monitoring tool based on the Google
Maps API”, Application session proceedings of the 11th IFIP/IEEE International Sym-
posium on Integrated Network Management (IM 2009), 1-5 June 2009, Long Island,
New York, USA, ISBN 978-1-4244-3487-9, pp. 676-690

• Tiago Fioreze, Lisandro Zambenedetti Granville, Aiko Pras, Anna Sperotto, Ramin
Sadre, “Self-management of Hybrid Networks: can we trust NetFlow data? Mini-conference
proceedings of the 11th IFIP/IEEE International Symposium on Integrated Network
Management (IM 2009), 1-5 June 2009, Long Island, New York, USA, ISBN 978-1-4244-
3487-9, pp. 577-584

• Tiago Fioreze, Mattijs Oude Wolbers, Remco van de Meent, Aiko Pras, “Characteriza-
tion of IP Flows Eligible for Lambda-Connections in Optical Networks”, Proceedings of the
11th IFIP/IEEE Network Operations and Management Symposium (NOMS 2008), 07-
11 April 2008, Salvador, Bahia, Brazil, ISSN 1542-1201 ISBN: 978-1-4244-2066-7, pp.
256-262

• Tiago Fioreze, Mattijs Oude Wolbers, Remco van de Meent, Aiko Pras, “Offloading IP
flows onto lambda-connections”, Proceedings of the 18th IFIP/IEEE International Work-
shop on Distributed Systems: Operations and Management (DSOM 2007), 29-31 Octo-
ber 2007, San Jos, California, USA. Lecture Notes in Computer Science, Vol. 4785, ISSN
0302-9743 ISBN 978-3-540-75693-4, pp. 183-186

• Tiago Fioreze, Remco van de Meent, Aiko Pras, “An Architecture for the Self-management
of Lambda-Connections in Hybrid Networks”, Proceedings of the 13th EUNICE Open Eu-
ropean Summer School 2007 (EUNICE 2007), 18-20 July 2007, Enschede, The Nether-
lands. Lecture Notes in Computer Science, Vol. 4606, ISSN 0302-9743 ISBN 978-3-540-
73529-8, pp. 141-148

• Tiago Fioreze, Aiko Pras, “Self-management of lambda-connections in optical networks”,
Proceedings of the 1st International Conference on Autonomous Infrastructure, Man-
agement and Security (AIMS 2007) Student Workshop, 21-23 June 2007, Oslo, Norway.
Lecture Notes in Computer Science, Vol. 4543, ISSN 0302-9743 ISBN 978-3-540-72985-3,
pp. 212-215

• Tiago Fioreze, Mattijs Oude Wolbers, Remco van de Meent, Aiko Pras, “Finding Ele-
phants Flows for Optical Networks”, Application session proceedings of the 10th IFIP/IEEE
International Symposium on Integrated Network Management (IM 2007), 21-25 May
2007, Munich, Germany, ISBN: 1-4244-0799-0, pp. 627-640



About the author 155

• Tiago Fioreze, Aiko Pras, “Using Self-management for Establishing Light Paths in Optical
Networks: an Overview”, Poster session proceedings of the 12th EUNICE Open Euro-
pean Summer School 2006 (EUNICE 2006), 18-20 September 2006, Stuttgart, Germany,
ISBN: 3-938965-02-9, pp. 17-20

• Tiago Fioreze, Ricardo Neisse, Lisandro Zambenedetti Granville, Maria Janilce Almeida,
Aiko Pras, “A Policy-Based Hierarchical Approach for Management of Grids and Networks”,
Application session proceedings of the 10th IEEE/IFIP Network Operations and Man-
agement Symposium (NOMS 2006), 3-7 April 2006, Vancouver, Canada, ISBN: 1-4244-
0143-7, ISSN: 1542-1201, 1-14


	Introduction
	Background
	Related work on self-management
	Motivation, scope, and objective
	Research questions, and their research approaches
	Thesis structure

	Management approaches for hybrid networks
	Conventional management approaches
	Analysis of the conventional approaches
	The self-management manifesto
	Self-management of lightpaths
	Concluding remarks

	Monitoring of network traffic
	Potential network parameters
	Evaluation of identification parameters
	Evaluation of behavior parameters
	Possible techniques for monitoring IP data
	The effects of sampling on elephant flows
	Summary

	Making autonomic decisions
	Autonomic decision objective
	Similarities with cache management 
	The autonomic decision process
	Assumptions made
	Validation of the decision policy
	Grooming flows over lightpaths
	Concluding remarks

	The impact of self-managing lightpaths
	The side effect of moving flows on the fly
	Additional aspects
	Summary

	Conclusions
	Overall conclusion
	Future research

	Statistical & mathematical background information
	Decision trees
	The CHAID algorithm

	Bibliography
	Glossary
	Acronyms
	Index
	About the author

